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Abstract

During the epoch of reionisation, the hydrogen in the intergalactic medium was
ionised by Lyman-continuum radiation produced by the stars inside the first
generations of galaxies. I analysed galaxies found in the high-resolution region
of three zoom-in resimulations of groups from the THESAN full box simulation.
The simulations were run using a modified version of the SMUGGLE galaxy
formation model, which is coupled to the radiative transfer module in AREPO-
RT. The radiation escaped the interstellar medium by channels formed by stellar
and supernova feedback, reducing the density and ejecting gas.

I compared three methods of determining the fraction of ionising radiation
escaping the ISM: Using the on-the-fly AREPO-RT M1 radiative transfer, ray-
tracing from the galaxy’s centre, and ray-tracing from each star using the COLT
code. The method involving the COLT code proved to be the most reliable, as
it does not assume that the stars are located in the galaxy’s centre and does not
rely on the M1 radiative transfer approximation.

I found that recent star formation is strongly correlated with the creation of
low-density channels that allow radiation to escape. Somewhat surprisingly, I
find a positive correlation between the escape fraction and the gas mass for well-
resolved haloes. In our simulations, the stellar mass increases more strongly
with halo mass than the gas mass does. The escape fraction correlates positively
with halo mass. Also, more feedback per gas mass is injected in heavier haloes.
This appears to mitigate the effects of deeper potential wells in more massive
haloes.

Furthermore, I could identify galaxies in low-mass haloes with high escape
fractions. Here, feedback and photoevaporation could eject most of the gas
from the ISM. Some of these haloes are below the filtering mass, preventing
gas accretion. These small galaxies, while having high escape fractions, have low
escaping luminosities due to their inability to form (young and bright) stars. The
escape fractions of these low-mass galaxies may also be affected by resolution
issues.

Compared to a recent study from the literature (Rosdahl et al., 2022), I found
a different mass dependency of the escape fraction in the galaxies in our simula-
tions. However, a measure using the specific star formation rate showed similar
results, even with our different selection function.

The work done in this thesis enabled new insight into the escape of Lyman-
continuum radiation into the IGM through channels created by feedback in
galaxies over 5 orders of magnitude in halo mass.
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1 Introduction to cosmology and galaxy formation

1.1 Cosmology and galaxy formation

In the beginning there was nothing, which exploded.
- Terry Pratchett, Lords and Ladies

From the Big Bang to the very different state the universe is in nowadays, it
evolved through a number of stages, which are studied in the field of cosmology.
However, to start explaining a thing that seems too big and complicated to grasp,
some assumptions must be made. These two assumptions are known as the
cosmological principle, which consists of the following two statements:

1. Homogeneity: The universe is the same no matter where the observer is, i.e.
there is the same distribution of matter everywhere.

2. Isotropy: No matter which direction in the universe an observer looks, it
looks the same.
These assumptions are true on scales of ≳ 300 Mpc; otherwise, matter would be
the same everywhere and structures like Galaxies would not exist.

Through these assumptions, the metric given in Einstein’s general relativity
can be simplified to a form that can actually be used to describe the background
expansion of our universe

ds2 = −c2dt + a2(t)
[
dω2 + f 2

K(ω)dΩ2
]

. (1.1)

In this equation ω and fK(ω) have the dimension of a length, ω is the radial
coordinate in a spherical coordinate system and fK(ω) is defined as

f 2
K(ω) =


K−1/2 sin(K1/2ω) (K > 0)
ω (K = 0)
|K|−1/2 sinh(|K|1/2ω) (K < 0)

. (1.2)

a in these equations is the scale factor of the universe. It is defined to be 1 at
the current time and size of the universe and is smaller at earlier times, as the
universe was smaller then. For example, at the scale factor a = 1/2, the universe
was half the size of the universe today. K is the curvature of the universe. A
universe with K = 0 is spatially flat, and a universe with K < 0 or K > 0 has
a negative or positive curvature, respectively. c is the speed of light, dΩ2 =
dθ2 + sin2 θdϕ2 and t time.

To move further, the universe is assumed to be a perfect fluid, such that
the energy-momentum tensor in Einstein’s field equations is only dependent on
pressure P and density ρ. These are both only dependent on time due to the
homogeneity of the universe. Using this in combination with Equation (1.1), we
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recover two equations solving Einstein’s field equations, the Friedmann equa-
tions (

ȧ
a

)2

=
8πG

3
ρ − Kc2

a2 +
Λc2

3
, (1.3)

ä
a
= −4πG

3

(
ρ +

3P
c2

)
+

Λc2

3
. (1.4)

Motivated by Equation (1.3) the Hubble parameter H(t) is defined as

H(t) ≡ ȧ
a

. (1.5)

The Hubble constant is the Hubble parameter determined at the current time t0,
H0 = H(t0).

The density ρ(t) is comprised of the matter density ρm(t) and the radiation
density ρr(t). Both of these are dependent on the scale factor as

ρm = ρm,0a−3 (1.6)

and
ρr = ρr,0a−4, (1.7)

in which ρm,0 is the matter density and ρr,0 the radiation density at the current
time. The critical density ρcr is defined as

ρcr ≡
3H2(t)

8πG
. (1.8)

The critical density at the current time is similarly defined to the Hubble constant
ρcr,0 = ρcr(t0). Next, the dimensionless density parameters are defined. The
dimensionless density parameter of matter is

Ωm(t) ≡
ρm(t)
ρcr(t)

, Ωm,0 ≡ ρm(t0)

ρcr,0
. (1.9)

The dimensionless density parameter for the radiation is defined similarly as

Ωr(t) ≡
ρr(t)
ρcr(t)

, Ωr,0 ≡ ρr(t0)

ρcr,0
. (1.10)

The density parameter for the cosmological constant is

ΩΛ(t) ≡
Λc2

3H2(t)
, ΩΛ,0 ≡ Λc2

3H2
0

. (1.11)

Substituting the dimensionless density parameters and the Hubble parameter
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into the Friedman equation Equation (1.3) yields

E2(a) ≡ H2(t)
H2

0
=
[
Ωr,0a−4 + Ωm,0a−3 + ΩΛ + ΩK,0a−2

]
. (1.12)

In this equation we substituted ΩK,0 for the expression containing the curvature
K in Equation (1.3), but ΩK,0 can also be found using the other density parame-
ters with

ΩK,0 ≡ −Kc2

H2
0
= 1 − Ωr,0 − Ωm,0 − ΩΛ,0. (1.13)

In the cosmology of our universe, ΩK,0 is very close to 0, so our universe is ap-
proximately flat. The other density parameters are Ωr,0 = (4.67 ± 0.26)× 10−5,
Ωm,0 = Ωd,0 + Ωb,0 = (0.227 ± 0.014) + (0.0456 ± 0.0016) (Ωd,0 is the dark mat-
ter density parameter and Ωb,0 is the baryonic density parameter) and ΩΛ,0 =

0.728+0.015
−0.016. H0 is defined through the Hubble constant h as H0 = 100h km

s Mpc .

The Hubble constant is measured as h = 0.704+0.013
−0.014 (Planck Collaboration et al.,

2020).
In the radiation-dominated universe (starting after inflation and lasting un-

til redshift z ≈ 3000), in the beginning, thermal equilibrium is maintained as
the timescale of particle scatterings is much shorter than the timescale of ex-
pansion. However, as the universe expands further, the thermal equilibrium
cannot be maintained and breaks down. Particles freeze out as they do not
gain energy from collisions anymore. For example, Neutrinos are frozen out at
kBTν = 2.7 MeV. When protons and neutrons have frozen out, the universe goes
through a phase of Nucleosynthesis, forming light elements like hydrogen-2
(deuterium), helium-3 and -4, and lithium-7. As the universe cools down fur-
ther at around kBTrec = 0.3 eV the electrons and protons start to form hydrogen
atoms (Recombination), dropping the ionisation fraction of the universe almost
down to 0 over time. Additionally to particles freezing out, the photons de-
couple from the baryons during recombination and form what we know as the
cosmic microwave background (CMB).

1.1.1 Structure formation

In order to explain the structure formation of the universe, we follow the stan-
dard model of cosmology - ΛCDM. It postulates the cosmological constant Λ,
fueling the expansion of the universe, and cold dark matter (CDM), i.e. dark
matter (DM) having a velocity dispersion so small that structure formation is
not influenced by the dispersion.

At this point, the universe is made up of hydrogen and some other light
elements like helium and lithium, as well as DM. It is a soup of atoms and
DM and still pretty homogeneous everywhere. Inhomogeneities are crucial for
structure formation in the universe and to grow these, some force is needed.
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The only one acting over such large distances - although very weak - is gravity.
The gravitational force acts on everything that has mass - Baryons and DM. This
force can be described by Newtonian gravity on an expanding background.

To describe the inhomogeneities in the cosmic fluid, the conservation of mass
and momentum and the Poisson equation of gravity is used. The mass conser-
vation equation is given as (e.g. Bartelmann and Pfrommer, 2023)

∂ρ

∂t
+∇ · (ρv) = 0, (1.14)

where v is the velocity. The momentum conservation (Euler’s) equation is

∂v
∂t

+ (v · ∇)v = −∇P
ρ

−∇Φ, (1.15)

in which P is the pressure. Lastly, the Poisson equation of gravity is

∇2Φ = 4πGρ, (1.16)

in which Φ is the gravitational potential and G is the gravitational constant.
To look at the perturbations separately from the homogeneous background, the
density and velocity are decomposed as

ρ(t, x) = ρ0(t) + δρ(t, x), v(t, x) = v0(t) + δv(t, x), (1.17)

where ρ0(t) and v0(t) are the homogeneous background values and δρ(t, x) and
δv(t, x) the perturbations of the density and velocity, respectively.

By applying this decomposition to Equations (1.14) to (1.16) and defining the
density contrast δ ≡ δρ

ρ0
, we get

δ̇ + v0 · ∇δ +∇ · δv = 0, (1.18)

∂δv
∂t

+ (δv · ∇)v0 + (v0 · ∇)δv = −∇δP
ρ0

−∇δΦ (1.19)

and

∇2δΦ = 4πGρoδ. (1.20)

In the next step, these equations will be converted into comoving coordinates,
yielding

δ̇ +∇u = 0, (1.21)

u̇ + 2Hu = −∇δP
a2ρ

− ∇δΦ
a2 (1.22)
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and
∇2δΦ = 4πGρ0a2δ. (1.23)

Additionally, an equation of state is defined as

δP = δP(δ) = c2
s δρ = c2

s ρ0δ, (1.24)

which connects the pressure to the density fluctuations. At this point, a single
expression can be formed, describing the density contrast as

δ̈ + 2Hδ̇ = 4πGρ0δ +
c2

s∇2δ

a2 . (1.25)

Through decomposing δ into plane waves, i.e. Fourier transforming it, this can
lastly be turned into

¨̂δ + 2H ˙̂δ = 4πGρ0δ̂ − c2
s k2δ̂

a2 . (1.26)

With a static background and setting H = 0, this formula is turned into the
oscillator equation

δ̈ + ω2
0δ = 0, ω0 ≡

√
c2

s k2

a2 − 4πGρ0, (1.27)

which at sufficiently large wavenumbers k has real frequencies ω0, and in which
cs is the soundspeed. The threshold at which the frequencies become real is the
the Jeans length

λJ ≡
cs

a

√
π

Gρ0
, (1.28)

which for a single fluid describes how large density perturbations have to be
in order to grow or decay rather than just oscillate. For pressureless fluids, the
perturbation equations turn into

¨̂δ + 2H ˙̂δ =
3
2

H2δ̂, (1.29)

for the matter-dominated universe and

¨̂δ + 2H ˙̂δ = 4H2δ̂, (1.30)

for the radiation-dominated universe.
Pressureless fluids do not have a sound speed. Their Jeans length is defined

through the velocity dispersion v of particles as

λJ ≡
< v−2 >−1/2

a

√
π

Gρ0
. (1.31)
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In this case, not the collisions are preventing the growth of perturbations, but
rather their gravity is insufficient to keep the particles bound. In the regime of
CDM, the velocity dispersion is very close to 0, such that perturbations can grow
on all scales.

Only modes that grow are important for structure formation, as their con-
structive interference leads to the formation of overdensities (positive ampli-
tudes) and voids (negative amplitudes). These overdensities can then collapse
into walls, filaments, or haloes hosting galaxies or clusters. This structure forma-
tion cannot happen during the radiation-dominated era, as the radiation pres-
sure is too high for modes entering the horizon to continue growing. Therefore,
when a mode with wavelength λ enters the horizon (λ < c/H) it is suppressed.
As the universe expands, it becomes matter-dominated at redshift ∼ 3400 and
modes entering the horizon at this point are able to grow. Their density contrast
grows according to the linear perturbation theory until close to unity, where
this description breaks down. Non-linear evolution causes density-perturbation
modes to couple moving power from intermediate to smaller scales as structures
collapse. Large scales continue to evolve independently.

These structures are in the form of filaments and pancakes. When such fil-
aments fragment into small knots, they form haloes. In ΛCDM, the first haloes
to collapse are rather small. Often, these structures move towards each other
to form larger and larger structures to, in the end, form galaxies and galaxy
clusters. Galaxies form at smaller constructive interference sites, while clusters
form at larger ones. In short, first galaxies are formed, then galaxy groups, and
finally clusters. This is called bottom-up or hierarchical structure formation. It is
caused by amplitudes of small-scale fluctuations being the largest, which leads
to them reaching non-linear densities first.

1.1.2 Galaxy formation

One can approximate the state that haloes are in before collapse as a spheri-
cal and uniform overdensity. This is not quite the case, but it makes it easier
to explain the collapse itself. During the collapse, one can imagine the halo as
an onion with different shells. All these shells collapse inwards at the same
timescale, keeping the overdensity uniform. This model continues to the over-
density collapsing until an infinite density is formed and then expanding again.
However, this is wildly unphysical, and in reality, the overdensity is not uniform,
and deviations from the radial infall are randomising the motion, leading to the
virialisation of the halo. The virialised region will roughly have an overdensity
200 times the critical density ρcrit (e.g. White, 2001). The radius in which the
matter is gravitationally bound for such a halo is hence called the virial radius
(r200,crit).

In high-redshift galaxies, gas accretes in cold mode accretion (Benson and
Bower, 2010; Kereš et al., 2005). The gas accretes from cosmic filaments and
rather large distances (Rauch et al., 2013). In hot mode accretion, which one
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would see in higher mass galaxies, the gas accreting onto the halo comes from
the matter surrounding the halo and is shock heated by an accretion shock before
falling inwards. For haloes with masses MDM ≲ 1010.4 M⊙ this is not the case
and the cold gas accretes without getting heated (Birnboim and Dekel, 2003;
Kereš et al., 2005; van de Voort et al., 2012). Nonetheless, the gas must lose its
kinetic energy. This is either done by drag processes (Benson and Bower, 2010)
in the halo or by a shock close to its centre. This converts the kinetic energy
to thermal energy, which is directly radiated away (Benson and Bower, 2010).
Cold accretion leads to rather efficient star formation at early times (Dekel and
Birnboim, 2006).

The first so-called minihaloes to form stars had potential wells deep enough,
such that gas, although having a net velocity in comparison to the DM (Schauer
et al., 2019; McQuinn and O’Leary, 2012; O’Leary and McQuinn, 2012; Greif
et al., 2011; Naoz et al., 2012; Tseliakhovich and Hirata, 2010) could accrete onto
them. The formation of the first stars began at z ≈ 20 − 30 (Abel et al., 2002;
Tegmark et al., 1997; Glover, 2005; Riaz et al., 2022). The haloes are expected
to have masses between 105 − 106 M⊙ (Glover, 2005; Abel et al., 2002; Tegmark
et al., 1997). The gas accreting onto the halo at this point only consisted of hydro-
gen, helium, and trace amounts of lithium. The typical temperature (< 104 K) in
the protogalaxies is too low for atomic hydrogen cooling, and the lack of metals
prohibited metal cooling, such that they relied on the comparatively inefficient
cooling via molecular hydrogen (H2) instead (Saslaw and Zipoy, 1967; Bromm,
2013). The formation of and cooling via H2 is well described in the review of
Glover (2011) as the following: In minihaloes, H2 at first formed through the
processes

H + e− → H− + γ (1.32)

and
H− + H → H2 + e−. (1.33)

Due to this, the initial formation of H2 was highly bounded by the free elec-
tron fraction. As the free electron fraction decreased due to the recombination of
atoms, the formation of molecular hydrogen stopped. The H2 formed in the halo
allowed the gas to cool to ∼200 K and collapse under self-gravity, accumulating
at the centre of the halo. Once a high enough density is reached, H2 can again
form, this time through three-body processes. This leads to quickly forming
H2 from most of the hydrogen. However, even though more H2 is now available
for cooling, the gas does not cool significantly at this time, as the binding energy
is converted into heat, balancing the cooling. The collapse of the gas contin-
ues until the gas is dense enough that it becomes optically thick, inhibiting the
cooling via radiative processes. Afterwards, the gas heats up, dissociating the
H2 and in the end, halting the collapse of the core. At this point, the core has
formed a protostar. An accretion disk forms around this star, onto which gas
inflows faster than can be fed to the protostar. This causes the accretion disk to
become gravitationally unstable and fragment, forming more protostars.
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The first stars forming are called Population III (Pop III) stars, which were
quite massive due to the inefficient H2 cooling. The supernovae (SNe) of heavy
Pop III stars were the first things to inject metals into the interstellar medium
(ISM). However, their SNe, in combination with feedback due to photoionisation,
stripped the minihaloes off their gas, as they had rather shallow potential wells
(Bromm and Yoshida, 2011). The end of the formation of Pop III stars is induced
by themselves, as they strip their host haloes of gas and enrich the surrounding
medium with metals (Bromm, 2013; Tornatore et al., 2007). They form roughly
until the end of the reionisation, as not all parts of the universe form minihaloes
at the same time (Mebane et al., 2018). The stars with higher metallicities formed
after the Pop III stars are Population II (Pop II) stars, which have smaller masses
and higher metallicities.

As heavier haloes (107 to 109 M⊙) collapsed (Wise, 2019; Bromm and Yoshida,
2011) incorporating minihaloes, the first proper (dwarf) galaxies formed were
rather gas-poor, but had a higher metal fraction. They still had a sufficiently
low mass for cold accretion; however, their interiors were hot enough for atomic
hydrogen cooling (T > 104 K). In addition, their metal fraction enables them
to conduct metal line cooling whenever the gas cools below the temperature
where atomic cooling is possible. This enhances the star formation inside of the
galaxy (Choi and Nagamine, 2009). Even galaxies that are not enriched with
metals have the ability to cool to high densities in a process described by Oh
and Haiman (2002). In these cases, the galaxies are able to form gravitationally
stable disks by hydrogen cooling. In these, the density is high enough, such that
H2 can be formed at short timescales and cooling by it leads to fragmentation.
Additionally, these galaxies had high enough temperatures in their interiors to
form Population II stars. As their potential wells were deeper than the ones of
the minihaloes, stellar and SN feedback could not strip their gas as easily.

Lyman-Werner Radiation
Massive Pop III stars (and stars thereafter) produce UV radiation, which can
influence the gas surrounding them in two main ways in these early times. One
way is through photoionisation, which I will discuss further in Section 1.2, and
the other is photodissociation. Radiation with energies in the range of 11.2 to
13.6 eV is able to photodissociate H2 and is called Lyman-Werner (LW) radiation.

Once the first stars have formed in a minihalo, the LW radiation can inhibit
further star formation by dissociating the molecular hydrogen and hence hin-
der their ability to cool and fragment (Haiman et al., 2000). Additionally, this
radiation could influence minihaloes in the vicinity (Ahn et al., 2009). For heav-
ier but metal-poor haloes, this radiation does not have a large influence, as the
timescale of which these haloes can form H2 is so short that the LW radiation
will not influence their cooling much. Generally speaking, LW radiation could
have a rather large impact on the star formation in galaxies by dissociating their
molecular hydrogen (Ahn et al., 2009; Haiman et al., 2000; Navarro and Stein-
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metz, 1997; Machacek et al., 2001; O’Shea and Norman, 2008). However, research
by Latif and Khochfar (2019); Schauer et al. (2021) on this topic has shown, that
the self-shielding of H2 is effective, and LW radiation will not have a large impact
on star formation.

X-ray radiation
X-rays in the early universe are mainly produced by high-mass X-ray binaries
(Mirabel et al., 2011; Klessen and Glover, 2023) but also through active galac-
tic nuclei (AGN), hot shocked gas in SN remnants and cosmic ray electrons
ejected by SN remnants, which were inverse Compton scattered on CMB pho-
tons (Oh, 2001). The universe is optically thin for radiation with hard X-ray en-
ergies (Klessen and Glover, 2023; Furlanetto et al., 2006). The radiation, already
produced by Pop III stars, can hence not only influence its own protogalaxy/-
galaxy but also form an X-ray background.

X-rays influence gas in two ways: Firstly, they can heat up the gas. Secondly,
they can ionise the gas, which fuels the H2 formation through the resulting free
electrons (Haiman et al., 2000). In theory, the ionisation from X-ray radiation
might fuel the H2 formation enough that the destruction by LW radiation is
balanced out. In numerical studies (Glover and Brand, 2003; Klessen and Glover,
2023), it appears that the LW radiation dominates.

Supernovae
SNe can be split up into Types I and II. Type I SNe show no hydrogen lines in
their emission, and type II SNe do show hydrogen lines. The most important
forms of SNe for feedback are type Ia and II SNe. Type Ia SNe go off after
hundreds of Myr or even a few Gyr after the formation of the star (Brandt et al.,
2010; Maoz et al., 2012). Type II SNe go off after a couple of Myr up to 200 Myr
after their birth, in the case of late SNe (Zapartas et al., 2017). The evolution of
SNe after their explosion is described in e.g. Brantseg (2013) and Cox (1972). At
first, the shock created by the SN explosion expands into the ISM with almost
no resistance, sweeping up material in the process. In this stage, the shock is
expanding with roughly the velocity of the original explosion. After some time
the mass swept up and carried along the shock reached masses comparable to
the SN ejecta. At this point, the SN shock reached the adiabatic phase, also called
the Sedov-Taylor phase (after the Sedov-Taylor self-similar blast wave model,
SEDOV, 1959). The shock wave is moving outward, only influenced by the
already injected energy. After further expansion, the accumulated material at the
shock wave starts cooling radiatively. A thin shell is formed, moving outward
through its momentum.

Stellar and supernova feedback
Feedback is the process of injecting matter, energy, and momentum into a medium.
In the case of the first galaxies, the most significant feedback is stellar and SN
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feedback of early stars (Trebitsch et al., 2017). Two feedback processes were
already described above: LW feedback and X-ray feedback. However, stellar
feedback can take many shapes, e.g. stellar winds, photoionisation and radi-
ation pressure. What appears to be the most efficient feedback in the early
universe is photoionisation and SN feedback, which will be touched upon in the
next section. Another form of feedback that becomes important is the feedback
through infrared (IR) radiation (Olivier et al., 2021). As this infrared radiation
in galaxies is produced by heating dust particles, this feedback only becomes
important later on. Dust is formed through the condensation of metals, so the
first SNe must have happened before this feedback can become efficient (Dwek,
1998; Cherchneff and Dwek, 2010; Nozawa et al., 2003; Triani et al., 2020).

Cosmological simulations of the first galaxies usually show rather high Star
Formation Rates (SFRs) before the feedback of the first SNe reduces these by
blowing out the gas of the ISM. These high SFRs are inconsistent with observa-
tions of the first galaxies. However, in the results from JWST, many star-forming
galaxies at high redshifts were found (e.g. Adams et al., 2022; Haro et al., 2023;
Labbé et al., 2023; Donnan et al., 2022, 2023; Finkelstein et al., 2023), challenging
the old observations. An explanation for this might be feedback-free starbursts
(Li et al., 2023; Dekel et al., 2023).

The former observed low SFRs implied a need for early stellar feedback in
galaxies (Stinson et al., 2013). A theory on where this feedback might be coming
from is the resonant scattering of Lyman-α photons (Kimm et al., 2018) on gas,
injecting momentum into the gas of the galaxy. This, in turn, can suppress
the star formation inside of these early galaxies. Lyman-α radiation is emitted
whenever an electron in a hydrogen atom jumps from the first excited state to
the ground state. The electron moving to the excited state is facilitated either by
ionised hydrogen recombining with an electron or collisions. As this radiation is
fueled by the photoionising feedback provided by Pop III stars, its onset is much
earlier than the first SNe.

1.2 Cosmic reionization

When the first stars have formed inside the first galaxies and are injecting (Lyman-
Continuum) radiation into the ISM, the neutral hydrogen in the ISM starts to
become ionised. In these ionised regions, two processes are prominent: The
ionisation and recombination of hydrogen. The ionisation of hydrogen atoms
happens when a photon with an energy higher than 13.6 eV is absorbed by a
neutral hydrogen atom, ejecting an electron. Radiation with this energy is called
Lyman-Continuum radiation. Recombinations happen if the ionised hydrogen
has a temperature of a few ×104 K and combines with an electron - emitting a
photon in the process. As more hydrogen is ionised than recombined, these so-
called HII regions or ionised bubbles are growing. The source of the radiation,
i.e. the stars in the galaxy, has a finite amount of photons it gives off per second.
Over time, the HII regions are heating up and expanding due to photoionisation,
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which causes a shock between the less dense gas around the ionised bubble and
the surrounding ISM, pushing the gas of the ISM outward. The ionised bub-
ble can then expand further into the lower-density gas. At a certain point, the
ionised bubble has grown large enough that all the photons coming from the
source are “used up” by ionising recombined hydrogen atoms; it has formed a
Strömgren sphere. This means that the ionised bubble is in an equilibrium state
and will not grow any further.

The ISM is rather dense, and some help is needed for the radiation to escape
into the intergalactic medium (IGM). Next to the photoionisation feedback de-
scribed above, this help is provided in the form of other stellar and especially
SN feedback. The SN feedback can eject the gas out of the ISM more efficiently
in less dense regions, e.g. such regions that have been subjected to photoionisa-
tion feedback. This feedback creates channels of low neutral hydrogen column
densities in which the ionising radiation can escape the ISM. The fraction of HI
ionising radiation escaping the ISM into the IGM is called escape fraction fesc.

The feedback injected by stars can also affect galaxies other than their host
galaxy in a process called photoevaporation. The ionisation front of galaxies
expanding into the IGM supersonically can sweep up the gas of other dwarf
galaxies (Shapiro and Raga, 2000; Shapiro et al., 2004; D’Aloisio et al., 2019; Iliev
et al., 2005). When entering such a dwarf galaxy, the ionisation front slows down,
forming a shock (Shapiro and Raga, 2000; Shapiro et al., 2004; Iliev et al., 2005).
When passing through the dwarf galaxy, much of the gas in the ISM is heated up
and ejected back into the IGM (Shapiro et al., 2004; Iliev et al., 2005). The leftover
gas in the ISM, which would otherwise not be affected due to self-shielding, can
now be boiled out of the halo by photoionising radiation (Barkana and Loeb,
1999; Shapiro et al., 2004). This heating happens as the excess energy provided
by photons ionising hydrogen is thermalised. This process can remove gas from
small haloes and, in turn, increase the escape fraction through feedback from
external sources.

Some of these minihaloes once had deep enough potential wells to accrete
gas, but are now unable to as the ISM and IGM were heated up by photoion-
isation. Due to the increase in temperature, the pressure of the gas increases
as well, preventing it from accreting onto the minihaloes. The mass of haloes
below which no gas can be accreted is called filtering mass (Gnedin, 2000). The
filtering mass increases throughout the epoch of reionisation, as the temperature
does. The ejection (by photoevaporation and feedback) and the inability of these
haloes to accrete new gas prevents further star formation in them.

Cosmic reionisation occurred between redshift z = 15 and ∼ 5.3 (Bosman
et al., 2022; Kulkarni et al., 2019). During this time, the ionised bubbles went
through three phases: in the first phase, each galaxy had its own ionised bubble;
in the second phase, the ionised bubbles of nearby galaxies started to combine;
and in the third phase, most of the hydrogen in the IGM is ionised with only a
few neutral patches left. Nowadays, the matter in the universe is highly ionised.
This process can be nicely seen in Figure 1, which shows the ionised hydrogen
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Figure 1: Image showcasing the ionised hydrogen fraction from redshift 16 until
redshift 5.5. This image was taken from the website of the THESAN collabora-
tion (https://www.thesan-project.com/).

Figure 2: Escape fraction versus redshift taken from Mitra and Chatterjee (2023).
The red symbols show some observational constraints on escape fractions. The
dotted lines are fits to these. The white line shows a reconstruction done in the
paper itself based on a data-driven reionisation model. The dark blue shaded
region is the 1σ confidence interval, and the light blue region is the 2σ confidence
interval. The open circles and squares show two additional reconstructions.
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fraction from redshift 16 until redshift 5.5.
It is not possible to measure the escape fraction of these early galaxies di-

rectly, as the intervening neutral hydrogen absorbs all of the ionising radiation.
However, as the matter in the universe nowadays is already highly ionised, the
escape fractions of present-day galaxies can be measured. Figure 2 shows a
few measured escape fractions as red symbols, and some fits can be seen as
dotted lines. The white line shows a reconstruction by Mitra and Chatterjee
(2023), with the 1σ confidence limit being dark blue and the 2σ confidence limit
shown in light blue. The escape fractions of galaxies until redshift 4 typically lie
between 0 and 0.1, which means that less than 10 per cent of the ionising radia-
tion from these galaxies reaches the IGM. If early galaxies had a similar escape
fraction, not enough radiation would reach the IGM for reionisation to happen.
However, this has recently been questioned by Muñoz et al. (2024), as the JWST
results suggest a larger amount of star-forming galaxies as high redshifts as pre-
viously expected. Cosmological simulations can be used to investigate how high
the escape fractions during reionisation actually were.

1.3 Previous simulations investigating the escape fractions of
galaxies

In this section, I want to review some work on the analysis of escape fractions
in simulations from the literature. The simulations in all three papers that I will
discuss have been conducted using the adaptive mesh refinement code RAMSES
(Teyssier, 2002). To include radiation in these simulations, RAMSES-RT was
used (Rosdahl et al., 2013), which models the radiation using the M1 radiative
transfer technique (for a more in-depth explanation, see Section 2.2) and uses
non-equilibrium hydrogen and helium thermochemistry. The galaxy formation
simulations were conducted using the SPHINX model (Rosdahl et al., 2018).

Rosdahl et al. (2022) studied the escape fractions of haloes and their cor-
relation with the mass and SFR. For this, a (20 cMpc)3 volume and two (10
cMpc)3 volumes were simulated. The radiation was modelled using the M1 ra-
diative transfer method and a variable speed of light approximation, enabling
non-equilibrium hydrogen and helium thermochemistry, including photoioni-
sation and radiation pressure feedback. The cooling rates of heavier elements
were implemented using CLOUDY (López Fernández et al., 2018) for temper-
atures larger than 104 K and using the fine structure metal cooling rates from
Rosen and Bregman (1995) for lower temperatures. Molecular hydrogen cooling
was not implemented; an initial metal fraction was set to enable cooling in the
first galaxies. They implemented SNe as individual feedback injections around
star particles at ages 3 to 50 Myr. The momentum injected by an SN is split up
between the host cell of the SN and the surrounding cells. In the host cell, the
energy is injected thermally if the resolution can capture the expansion of the SN
bubble; otherwise, it is injected as momentum. In the cells connected to the host
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cell, a fraction of the momentum is injected. In order for the star formation to
be in line with observations, the energy injected by SNe was boosted four-fold.

The escape fractions of the galaxies formed in the two simulations run by
Rosdahl et al. (2022) were calculated using RASCAS (Michel-Dansac et al., 2020).
This uses a Monte Carlo radiative transfer approach to avoid the effects of the
variable speed of light approximation when using the M1 flux to determine the
escape fraction. Using a non-variable but reduced speed of light approxima-
tion, Trebitsch et al. (2017) compared the escape fractions determined using the
M1 flux and the escape fraction determined by RASCAS. They simulated three
relatively isolated galaxies. They found that both methods of determining the
escape fraction are almost equal, as the stars are formed in and stay in the centre
of the galaxy.

Rosdahl et al. (2022) find a correlation between the stellar mass and the es-
cape fraction with a maximum escape fraction at about 107 M⊙. The decrease
towards high stellar masses is suspected to be due to a decreased efficiency of
stellar feedback within high-mass galaxies. The decrease towards low stellar
masses is possibly due to the star formation being unsustained over time in low-
mass galaxies. This leads to less efficient SN feedback and, thus, to a lack of
channels being formed for Lyman Continuum radiation to escape through. The
ionising radiation feedback suppresses the clustering of star formation in these
low-mass galaxies, and the efficiency of SNe is weakened, as less stellar feedback
disperses the gas. The higher-mass galaxies, however, have a more clustered star
formation, such that the feedback is able to clear away gas from young stars,
leading to higher escape fractions.

They could not find a clear positive correlation between the escape fraction
and the specific SFR (sSFR) over the last 10 Myr. Galaxies with a lower sSFR
show a higher escape fraction than galaxies with a medium sSFR. Although this
is the case, galaxies with a medium sSFR show a larger escaping luminosity due
to a higher internal luminosity. Afterwards, they did the same analysis, but with
the maximal sSFR in 10 Myr intervals throughout the last 50 Myr. This is because
these galaxies might have had a period of high SFR in their recent history, which
expelled much of their gas, leading to a high escape fraction now, although their
SFR might have decreased significantly. Using this measure, they find a better
correlation between the escape fraction and the star formation. The analysis
based on the maximal sSFR additionally showed less redshift dependence than
the analysis using just the sSFR. The escape fraction, or for that matter, the
escaping luminosity, was observed to be rather bursty in their simulation, only
escaping when efficient feedback was present.

One might suggest that AGN play a role in the injection of either feedback
or radiation into the ISM. The influence of AGN on the escape fractions and the
escaping luminosity was analysed in Trebitsch et al. (2018), where one halo was
simulated multiple times using different feedback mechanisms. A similar galaxy
simulation model was used as in Trebitsch et al. (2017) (described above).

All runs that included SN feedback showed a very bursty escape fraction
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and behaved similarly. The SN feedback hinders black hole growth as it expels
the gas from around the black hole. Black hole growth, on the other hand, did
not influence the escape fraction; it was not able to remove the gas before the
ejection by SN feedback. The radiation produced by the AGN escaped at the
same time as the radiation from the stars, and only a fraction of the radiation
produced by the AGN escaped into the IGM. Additionally, AGN only produce
a fraction of the radiation produced by stars in the epoch of reionisation. This
suggests that AGN did not have a significant impact on the reionisation of the
universe, neither on the aspect of feedback nor luminosity.

In this thesis, the escape fractions of galaxies in the epoch of reionisation
are investigated in cosmological galaxy formation simulations. These galaxy
formation simulations are zoom-in simulations of galaxies found in the THESAN
(Kannan et al., 2022; Smith et al., 2022; Garaldi et al., 2022) simulation. The
simulations are based on a modified version of the SMUGGLE (Marinacci et al.,
2019) galaxy formation model. The hydrodynamics and DM dynamics of the
simulation are solved with the AREPO code Springel (2010), and the radiative
transfer is treated with AREPO-RT (Kannan et al., 2019).

In Section 2, I will discuss the galaxy formation simulations in more detail.
In Section 3, I explain the methods used to determine the escape fractions of
galaxies found in the simulations. In Section 4, I analyse and compare the differ-
ent methods of determining escape fractions. In Section 5.2, I analyse the escape
fractions of galaxies under the aspects of time evolution, star formation, and
stellar, gas and halo mass. Finally, my conclusions are presented in Section 6
and an outlook in Section 7.
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2 Galaxy formation simulations with AREPO

2.1 (Magneto)hydrodynamics in AREPO

For the simulation of gas and DM in the universe, AREPO (Springel, 2009, 2010,
2011; Weinberger et al., 2020) is used. The simulations are performed in a box of
fixed comoving size with periodic boundary conditions.

The properties of the gas in the simulation are discretised on a Voronoi mesh
with different cells. The cells get assigned the properties of the gas in that region.
The mesh is created using mesh generating points, which move roughly with
the velocity of the gas. The gravitation acting on both the gas and DM is solved
by combining octrees and particle mesh algorithms (Springel, 2010; Weinberger
et al., 2020). These forces are then used to evolve the velocity of mesh-generating
points and result in a different coordinate at the next time step. To find out
which parts of the gas are sampled by which mesh generating point, a Voronoi
mesh is generated. In a Voronoi mesh, a mesh generating point is assigned the
volume closer to this point than any other to form cells. An example of the
resulting mesh in 2D is depicted in Figure 3. In AREPO the Voronoi mesh is
3-dimensional and found using Delauney triangulation (Springel, 2011, 2009).

The next step is to determine how the gas properties evolve over time. To
model the gas in the universe, it is assumed to be a fluid. It can then be described
by the magnetohydrodynamic equations

∂ρ

∂t
+

1
a
∇ · (ρv) = 0, (2.1)

∂ρav
∂t

+∇ ·
(

ρvvT + IPtot −
BBT

a

)
= −ρ

a
∇Φ, (2.2)

∂a2E
∂t

+ a∇ ·
[

v(E + Ptot)−
1
a

B(v · B)
]
=

ȧ
2

B2 − ρ(v · ∇Φ) + a2(H− Λ), (2.3)

∂B
∂t

+
1
a
∇ · (BvT − vBT) = 0. (2.4)

In these equations ρ is the density, v is the velocity, t is the time, B is the magnetic
field strength, Φ is the gravitational potential, Ptot is the total pressure, E the total
energy density, and a2(H− Λ) is a term describing external heating and cooling
(Pakmor and Springel, 2013; Weinberger et al., 2020).

Since a computer is not able to solve these equations analytically, the so-
lution is found numerically by the approach explained by Springel (2010) and
Weinberger et al. (2020) in seven steps.

1. Generate a new Voronoi mesh based on the coordinates of the mesh gener-
ating points. This also gives the centre of mass and volume of each cell, as
well as the areas and centres of each face at the boundary to another cell.
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Figure 3: Voronoi mesh in two dimensions taken from Springel (2011). The
mesh is generated with periodic boundary conditions. The black lines show the
Voronoi mesh, and the dotted blue lines show the Delaunay triangulation. The
mesh-generating points are shown as red dots.

2. Calculate the gradient of the primitive variables ρi, vi, Bi in each cell ac-
cording to Pakmor et al. (2016).

3. Update the velocity of the mesh generating points.

4. Evaluate a new size of time step based on the Courant criterion.

5. Determine the flux across each face between Voronoi cells. This is done by
first calculating the states left and right of the face and predicting the states
of them half a timestep forwards. Next, the Riemann problem is solved in
the rest frame of the face. Lastly, the result is transformed back to the lab
frame.

6. Update the primitive variables of each mesh generating point.

7. Lastly, assign new positions for the mesh-generating points based on their
velocity.

To combine gravity and magnetohydrodynamics, as both influence the ve-
locity of each fluid element, the fluid elements are evolved for half a timestep
by gravitational forces at first. Next, they are evolved through the fluid equa-
tions for one timestep. Lastly, they are evolved by the gravitational force for
half a timestep again. While evolving in time, the fluid elements are able to
follow gravitational collapse, which, in addition to radiative cooling, is needed
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for galaxy formation. Further information on how galaxy and star formation is
implemented can be found in Section 2.3.

To remove the unphysical two-body interactions between the cells (or rather
mesh generating points), gravitational softening is implemented (Weinberger
et al., 2020). This replaces the Newtonian gravity for small distances, replacing
it with a function declining to zero. The softening length for the gas is dependent
on the volume V of the cell as

ϵcell = fh

(
3V
4π

)1/3

. (2.5)

Here, fh is an input parameter varying the size of the softening dependent on
the cell size. The softening parameter of DM is set as a constant.

The results of these simulations are put out as snapshots of all cell and
DM properties at predefined scale factors, which can then be analysed in post-
processing.

2.2 AREPO-RT and M1 radiative transfer

The radiation field in simulations conducted with AREPO-RT (Kannan et al.,
2019) is computed through discretisation of the radiative transfer equation (Mi-
halas and Mihalas, 1984)

1
c

∂Iν

∂t
+ n · ∇Iν = jν − κνρIν. (2.6)

In this equation, Iν is the specific density, n is the direction of the radiation, jν is
the emission term and κν the absorption coefficient.

There are multiple approaches to discretising this, including ray tracing or a
Monte Carlo approach. Here, it is solved for its zeroth and first moment, (e.g.
Levermore, 1984), yielding the transfer equations

∂Er

∂t
+∇ · Fr = S − κEρc̃Er, (2.7)

∂Fr

∂t
+ c̃2∇ ·Pr = −κFρc̃Fr, (2.8)

where radiation energy density Er, flux Fr and pressure Pr are defined as follows

{c̃Er, Fr,Pr} =
∫ ν2

ν1

∫
4π
{1, n, n ⊗ n} IνdΩdν. (2.9)

In the transfer equations, S is a source term which quantifies the radiation emit-
ted, and κE and κF are the radiation energy density and radiation flux weighted
mean opacities within the frequencies ν1 and ν2. The speed of light c was re-
placed with the signal speed of the radiation transport c̃. c̃ can differ from the
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speed of light if the reduced speed of light approximation (RSLA) is used. A
very high speed of light leads to small timesteps in the numerical integration of
these equations. This would lead to executing computationally expensive parts
of the simulation (radiative transfer, mesh generation, and gravity) often. An
RSLA is accurate enough when the characteristic velocities of a simulation are
significantly smaller than the speed of light (Gnedin and Abel, 2001).

The pressure can be determined from the radiation energy density using the
Eddington tensor D through the Eddington tensor formalism (Levermore, 1984)

Pr = ErD. (2.10)

The Eddington tensor can be approximated by adopting the M1 closure, which
is only dependent on the properties of the cell,

D =
1 − χ

2
I+

3χ − 1
2

n ⊗ n. (2.11)

χ and n in the above equation are defined as

n =
Fr

|Fr|
, χ =

3 + 4 f 2

5 + 2
√

4 − 3 f 2
, f =

|Fr|
c̃Er

. (2.12)

What is left is to couple the photons to the gas in the simulation. This is
done through photon absorption and scattering. These processes are quantified
through κE and κF. Absorption introduces source terms to the hydrodynamical
equations for momentum and energy conservation, which will then be used to
facilitate the coupling of photons to gas. The hydrodynamical equations then
turn into

∂(ρv)
∂t

+∇ · (ρvvT + PI) =
κFρFr

c
, (2.13)

∂(ρE)
∂t

+∇ · [(ρE + P)v] = −Λ + κEρc̃Er +
κFρ

c
Fr · v. (2.14)

In these equations, Λ is the gas cooling rate, which is dependent on the abun-
dance of ionic species present in the gas (their evolution is explained later in this
section), P is the thermal pressure, E is the total energy per unit mass, and v is
the gas velocity field.

To combine the transport and coupling to gas, an operator split approach -
the Strang split scheme - is used, yielding second-order accuracy. This scheme
results in the following three steps as explained in Kannan et al. (2019).

1. Half step upgrade of (Er, Fr) due to the source terms in the hydrodynamical
equations 2.13 and 2.14

2. Full step upgrade of (Er, Fr) due to the transport equations 2.7 2.8
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3. Half step upgrade of (Er, Fr) due to the source terms in the hydrodynamical
equations 2.13 and 2.14

To see how different energy bins i of radiation interact with different ionic
species j like hydrogen-I, hydrogen-II, etc., Equation (2.7) and Equation (2.8) can
be rewritten in terms of the photon number density Ni

γ, the photon number flux
F i

γ and the pressure tensor Pi
γ. These values are defined as

{c̃Ni
γ, F i

γ, c̃Pi
γ} =

∫ νi2

νi1

1
hν

dν
∫

4π
{1, n, (n ⊗ n)}IνdΩ, (2.15)

with νi1 ≤ νi < νi2 defining the threshold of the frequency bins i. Equation (2.7)
and Equation (2.8) can then be reformulated as (e.g. Kannan et al., 2019)

∂Ni
γ

∂t
+∇ · F i

γ = −∑
j

c̃njNi
γσ̄ij − κiρc̃Ni

γ + ∑
j

sij (2.16)

and
∂F i

γ

∂t
+ c̃2∇ ·Pi

γ = −∑
j

c̃njF i
γσ̄ij − κiρc̃F i

γ, (2.17)

in which nj is the number density of species j, κi is the dust opacity for radiation
in the frequency bin i, σ̄ij is the mean ionisation cross-section of the species
j in the frequency bin i and sij is a source term for photons stemming from
recombination, which gets important in optically thin media.

Equation (2.16) and Equation (2.17) are solved in an operator split approach
as well. First, the transport equations are solved (by setting the right-hand-side
of Equations (2.16) and (2.17) to 0) as described above, then the thermochemistry
equations are solved through

∂Ni
γ

∂t
= −c̃Ni

γ

(
∑

i
njσ̄ij + κiρ

)
+ ∑

j
sij, (2.18)

∂F i
γ

∂t
= −c̃F i

γ

(
∑

j
njσ̄ij + κiρ

)
. (2.19)

These are coupled to the number density evolution of the ionic species. The
species considered in our version of AREPO-RT (Kannan et al., 2020) are hydrogen-
I, hydrogen-II, helium-I, helium-II, helium-III, and molecular hydrogen. The
change in number density over time of these species is determined by the colli-
sional ionisation and recombination rates, as well as photoionisation. In the case
of molecular hydrogen, the number density also changes due to the formation of
H2 on dust grains, the formation rate in the gas phase and through three-body
interactions, the collisional destruction rate, and the photodissociation rate due
to LW radiation.
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The amount of radiation (or number of photons) injected in a certain fre-
quency bin, e.g. hydrogen ionising radiation, is determined from stellar popu-
lation synthesis models. The luminosity of stars is split into multiple frequency
bins, which are of interest, e.g. HI ionising radiation, HeI ionising radiation and
HeII ionising radiation. The luminosity of each star in each frequency bin is
integrated from these tables. For a deeper explanation of how this is performed
in AREPO-RT, refer to Section 3.1. The injection of radiation will be further
explained in the next section.

2.3 The SMUGGLE-RT galaxy formation model

A modified version of the SMUGGLE model (Marinacci et al., 2019) is employed
for the galaxy simulations used in this thesis, which includes radiative trans-
port and early stellar feedback. This model is referred to as SMUGGLE-RT in
this thesis. The coupling of SMUGGLE to the radiative transport of AREPO-RT
is explained in Kannan et al. (2020). The galaxy formation model used can be
split up into five sections. The first one is the (magneto-)hydrodynamics solver
AREPO (Springel, 2010), the second one is the radiative transfer with AREPO-RT
(Kannan et al., 2019), the third one is gas heating and cooling, the fourth one is
the star formation implementation and the fifth one is the stellar feedback imple-
mentation. AREPO and AREPO-RT have already been introduced in Section 2.1
and Section 2.2 respectively.

The gas heating and cooling in SMUGGLE-RT contains hydrogen and helium
cooling, metal line cooling, photoelectric heating, and cooling due to dust-gas
radiation field interaction. The atomic hydrogen and helium cooling is modelled
self-consistently according to Katz et al. (1996). The low-temperature molecular
hydrogen cooling is calculated through the formula

Λ(H2) = Λ(n → 0)H2,HInH2nHI + Λ(n → 0)H2,H2n2
H2

, (2.20)

in which Λ(n → 0)H2,HI and Λ(n → 0)H2,H2 are the low-density limits of
the molecular hydrogen collisional cooling coefficients (Hollenbach and McKee,
1979), nHI is the neutral hydrogen number density and nH2 the molecular hydro-
gen number density. These hydrogen and helium cooling rates are coupled to the
radiation through the abundance of the ionic species, described in Section 2.2.
The metal-line cooling is implemented by fitting the CLOUDY cooling tables
(Ferland et al., 1998). The cosmic ray ionisation and heating are implemented
through the approach by Indriolo and McCall (2012). Photoelectric heating is
modelled according to Wolfire et al. (2003). Additionally, AREPO-RT adds the
energy exchange between gas and dust, as described by Burke and Hollenbach
(1983).

The star formation in SMUGGLE is stochastically modelled. For a gas cell
to be eligible for star formation, it must have a gas number density higher than
10 cm3 and be Jeans unstable, such that rcell > λj, in which rcell is the radius
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of the cell calculated from the cell volume, assuming the cell is a sphere and

λj = cs

√
π/(Gρgas), with ρgas being the gas density of the cell. If these criteria

are fulfilled, the SFR of the gas cell is calculated via

Ṁ∗ = ϵ
Mgas

tdyn
, (2.21)

in which ϵ = 1 is an efficiency factor, Mgas is the gas mass of the cell and tdyn is
the gravitational dynamical time, defined as

tdyn =

√
3π

32Gρgas
, (2.22)

in which ρgas is the gas density of the cell.

In the time ∆t, the fraction of gas mass p ≡ 1− exp(−Ṁ∗∆t/Mi) is converted
to a star. p∗ is drawn from a uniform distribution from the interval [0,1]. The
cell or part of the cell is then converted to a star particle if p∗ < p.

Three types of stellar feedback are implemented in SMUGGLE: SN, radiation
and stellar wind feedback. SMUGGLE-RT includes a fourth kind of feedback,
early stellar feedback, which is described in Section 2.5. To inject the SN feed-
back, the number of expected SNe in a given timeframe is determined. As the
cooling radius of SNe can typically not be resolved in simulations, the momen-
tum pSN,tot caused by the PdV work injected in the Sedov-Taylor phase is injected
in the surrounding cells of the SN. The cells within the coupling radius, i.e. the
32 closest cells of the SN (kernel-weighted neighbour number), are considered
for this. Each of these cells gets assigned a weight w̃i based on its solid angle
as seen from the position of the SN. The weight is normalised in a way that
all weights sum to 1. The momentum injected to each of the cells within the
injection radius is

∆pi = w̃i min
[

pSN,tot

√
1 +

mi

∆mi
, pt

]
. (2.23)

In this formula, mi is the mass of the gas cell, ∆mi = w̃i(MSNII,tot + MSNIa,tot),
with MSNII,tot being the mass ejected by type II SNe and MSNIa,tot the mass being
ejected by type Ia SNe, and pt is the terminal momentum, which is the approx-
imate momentum of the SN blast at the cooling radius. The mass and energy
ejected by SNe are also injected into the cells inside the coupling radius, based
on the weights w̃i of the gas cells.

The radiative transfer in AREPO-RT enables the modelling of radiative feed-
back self-consistently. The photoionisation rate of the non- or not completely
ionised species mentioned above is given by
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ṅj = −c̃nj ∑
i

σ̄ijNi
γ. (2.24)

The photoheating rate is given by

H = ∑
j

njΓj, (2.25)

with
Γj = c̃ ∑

i
Ni

γσ̄ijhij. (2.26)

In these formulae, hij is the mean excess of energy of photons beyond their
ionisation energy, dependent on frequency bin and ionic species.

The radiation pressure is added as a source term in the momentum conser-
vation equation as

∂ρv
∂t

=
1
c ∑

i
F i

γ

(
∑

j
njσ̄ij pij + κiρei

)
, (2.27)

where pij is the momentum injected by radiation in the frequency bin i on ionic
species j and ei is the mean photon energy of frequency bin i.

For the feedback of stellar winds of OB stars, the mass loss Mloss of these
stars is calculated and during each timestep t the mass gets deducted from the
star. The energy injected from these winds is (Hopkins et al., 2018)

Ewinds = MlossΨ × 1012 erg g−1, (2.28)

in which

Ψ =
5.94 × 104

1 +
(

tMyr
2.5

)1.4
+
(

tMyr
10

)5 + 4.83, (2.29)

with tMyr being the age of the star in Myr. The momentum injected is

pwinds =
√

2MlossEwinds. (2.30)

The injection into individual gas cells is conducted as explained for SN feedback.

2.4 Finding galaxies in simulations

Two approaches are used to find gravitationally bound objects in simulations.
The first one is a Friend-of-Friends (FoF) algorithm, which works with a maxi-
mum distance of the nearest neighbour of a DM particle (Springel, 2010; Wein-
berger et al., 2020). Starting at one DM particle, each particle closer than the
maximum distance is added to the FoF group. Then, one iterates over the newly
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added particles and finds the particles within the maximum distance to those.
This is continued until no more particles can be found within the maximum
distance of each particle belonging to the group.

These groups can have substructures in which merging haloes have retained
some of their structure and, hence, are visible as density peaks. To find these
regions, Springel et al. (2001) introduced the Subfind algorithm. To identify the
overdensities, the DM particles are iterated over by density, and the two near-
est neighbours of each particle i are considered. If none of these particles has
a higher density than i, which means none of the particles belongs to a group
yet, the particle is the start of a new group. If one of these particles or both are
in the same group, the particle is added to that. If both of these particles have
different labels, then i is considered a saddle point. The two groups are con-
sidered subhalo candidates, and another group is formed where i joins the two
groups. Next, the algorithm checks if the subhalo candidates are gravitationally
bound. The centre of the halo is considered the position of the most bound par-
ticle, and the velocity of this particle is used to normalise the other velocities of
the particles in the subhalo candidate. After adding the Hubble flow to these
velocities to derive the physical velocity of each particle, one can easily see if the
particle is gravitationally bound. If more than a predefined number of particles
are bound, then the subhalo candidate is considered a subhalo. What remains a
problem is one particle being part of more than one subhalo. This is accounted
for by assigning each particle to only the smallest subhalo it is part of. This does
not affect the larger subhaloes containing these small subhaloes largely, as the
substructures usually have significantly smaller masses compared to the parent
subhaloes.

In order to do analyses of the time series of one halo, one has to be able to
identify the progenitors of a halo and, especially the main progenitor. This has
been implemented into the subfind code in one of the latest updates (Springel
et al., 2021).

2.5 The THESAN zoom-in simulations

The galaxy simulations I am investigating in this thesis are zoom-in simula-
tions of galaxies found in the THESAN simulation. The THESAN simulation
is a large-box (95.5 cMpc) AREPO simulation. For the radiation in THESAN,
AREPO-RT is used. The galaxies are modelled with the IllustrisTNG model
(Weinberger et al., 2017; Pillepich et al., 2018). This simulation aimed to sim-
ulate the epoch of reionisation and matched observations, like the reionisation
history, Lyman-α transmission and predictions for 21 cm measurements. One
of the results of the THESAN can be seen in Figure 1, showing the reionised
regions combining over time, ionising the universe.

The galaxies found in THESAN are then resimulated using a higher res-
olution and SMUGGLE-RT. The galaxy itself is modelled as a high-resolution
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simulation group M200,crit [M⊙] zend zoom factor Mres,gas

large 39 4.25×1012 3 4 9.1×103

medium 1921 4.74×1010 4.6 4 9.1×103

small 500531 1.94×109 3 8 1.1×103

Table 1: Groups of which zoom-in simulations were used in the analysis in
this thesis. The first column shows the name of the group used in this thesis, the
second column shows the group number, the third column shows the virial mass
of the group at the redshift the simulation ended at, which is shown in column
four, and column five shows the zoom factor and column six the gas resolution.

region and surrounded by a low-resolution region to save computational re-
sources but still enable the surrounding medium to influence the galaxy itself.
For a smoother transition, there are some cells of medium resolution around
the high-resolution region. The SMUGGLE model itself has some shortcomings
when used in a cosmological context, as it overproduces stellar mass at high
redshift. In the modified code used for these zoom-in simulations, early stel-
lar feedback is implemented as momentum injections before the first SNe can
blow out the gas from the halo. Additionally, a limiting radius is implemented,
such that the momentum is only injected in a specific region around a star and
blowing very large bubbles in the ISM is avoided.

The input parameter for the gravitational softening of the gas fh found in
Equation (2.5) is set to 2.8 with a minimal softening length of 0.046875 ckpc/h
being enforced. The constant softening length for the DM is set to 0.375 ckpc/h.

The zoom-in simulations I analysed in this thesis are shown in Table 1. The
first column shows the name used for the simulation in the analyses. The second
column shows the THESAN group resimulated in the zoom-in simulations. The
third column shows the halo mass at the end of the simulation at the redshift
shown in the fourth column. The fifth column shows the zoom factor, which is
the factor of improvement of the linear resolution in comparison to the THESAN
simulation. The gas mass resolution resulting from each zoom factor is shown
in column six. All simulations have a boxsize of 44000 ckpc.

2.6 Post processing with COLT

The Cosmic Lyman α Transfer (COLT) code is a Monte Carlo code originally
written to simulate the Lyman α resonant scattering through neutral hydrogen
(Smith et al., 2015). However, here, I use it to model Lyman-Continuum radia-
tion. The radiation is injected in the form of photon packets, and the number
of photon packets per frequency bin is quantified through tables of the stellar
spectra.

The star at which a photon packet is injected is drawn based on its luminosity.
However, to better account for less luminous stars (which are otherwise poorly
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sampled), a bias is implemented, which is later accounted for. I will first start by
explaining the unbiased case to make the biased case easier to understand. In the
unbiased case, a (to follow the terminology of Smith et al. (2015)) ”Probability
Distribution Function” (PDF) is formed from the luminosity Li of the star as

PDF =
Li

∑i Li
, (2.31)

which is normalised to 1 by dividing it by the sum of the luminosities of all stars
in the galaxies. This is then cumulatively summed up to form a ”cumulative
distribution function” (CDF). Each star contributes its luminosity to the CDF.
Next, a number between 0 and 1 is chosen, and according to this, a star is picked
from the CDF. Leading to a selection with a probability based on the star’s
luminosity. Here, it becomes apparent that the photon packets are more likely
to get injected at high-luminosity stars.

A similar method is implemented to decide which frequency bin gets as-
signed to the photon. This time, the PDF is chosen according to which frequency
bin the star has the highest luminosity in. From this, a CDF is created, and the
bin is chosen by uniformly drawing a number between 0 and 1.

In the biased case of photon packet injection, the bias β = 0.5 is implemented.
Using this, the PDF becomes

PDF =
Lβ

i

∑i Lβ
i

. (2.32)

Here, it becomes clear that the probability of injecting a photon packet at a high-
luminosity star is decreased, and the probability of injecting a photon packet at a
low-luminosity star is increased. However, this needs to be accounted for when
calculating escape fractions. This will be explained further in Section 3.4.

The initial direction ki of each photon packet injected at the star is drawn
from an isotropic distribution. The optical depth τcell of a path of length lcell
of a photon packet flying in direction ki from the source through a certain cell
containing a number density of neutral hydrogen nHI is

τcell = nHIσ̄HIlcell, (2.33)

where σ̄HI = 3.30693 × 10−28 cm2 is the mean photoionisation cross section for
hydrogen ionised by photons in the hydrogen ionising frequency bin (13.6 - 24.6
eV).

The optical depth determines how much radiation will be absorbed travelling
through a medium. The optical depth of an infinitesimally small path is

dτ = nHIσ̄HIdl =
dl

λmfp
, (2.34)
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in which λmfp is the mean free path. From this, one can conclude that the proba-
bility of having no interactions along path l is 1− dl/λmfp = 1− dτ. Numerically
representing the intervals dτ as ∆τ and taking N partitions, we can calculate the
PDF of the entire path as

P(τν) = lim
N→∞

[
1 − ∆τν

N

]N
= e−τν . (2.35)

This can be understood as the fraction of radiation left after travelling the path
N. From this, we can arrive at the CDF, giving the probability for the photon
packet to travel a path of optical depth τν

F(τν) =
∫ τν

0
P(τ′)dτ′ = 1 − e−τν . (2.36)

This can also be understood as the amount of radiation being absorbed. In-
verting this equation, we arrive at an expression for the optical depth a photon
packet can travel through until it is absorbed τabs = − ln(1− F). F can be drawn
from a univariate distribution. τabs can be interpreted as a budget of optical
depth a photon packet has to “spend” until it is absorbed. If the injection of pho-
ton packets is biased towards lower-luminosity stars, photon packets injected at
high-luminosity stars receive a higher optical depth budget. This will be used
to track how many Voronoi cells j ∈ {1, ..., m} a photon packet i ∈ {1, ..., n}
can travel through until everything is absorbed. This process is performed in the
following six steps:

1. Calculate the optical depth for a photon packet i travelling through the cell
j it is at the border of (and lying in its path) by Equation (2.33). The length
of the path through the cell l j

cell is determined by its direction ki.

2. If the optical depth budget τ
j
abs,i of the photon packet is larger than τ

j
cell,

then τ
j+1
abs = τ

j
abs,i − τ

j
cell, as some of the budget is spent.

3. Update the position of the photon r j+1
i = r j

i + l j
cellki

4. Repeat steps 1-3 until τm
abs,i ≤ τm

cell, which means that the photon cannot
travel through the next cell.

5. If τm
abs,i ≤ τm

cell, the photon is stopped at the border of the cell and will not
travel further.

For a more in-depth explanation of how this is implemented in COLT, read
Section 3.4.

During this travel, scattering events on dust or electrons can happen, chang-
ing the direction ki and the energy of the photon packet. In the end, the posi-
tions, number of scatterings, frequency bins, weights, etc. of the photons will
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be output into a file, which can be used to determine the escape fractions of
photons as predicted by COLT.

2.7 Differences to the SPHINX galaxy formation model

The results obtained using SMUGGLE-RT (Kannan et al., 2020) will be in com-
parison to the results of Rosdahl et al. (2022), already mentioned in Section 1.3,
which use SPHINX (Rosdahl et al., 2018) simulations on the basis of RAMSES-
RT (Rosdahl et al., 2013). These simulations are based on RAMSES (Teyssier,
2002), an adaptive mesh-refinement code, which has a cubical octree structure.
The galaxy formation model used in their simulations has a few differences to
our model, which I want to highlight here.

While the star formation is suppressed in our simulation via early stellar
feedback, in Rosdahl et al. (2022), the SN explosion energies are boosted four-
fold. To accurately model the Sedov-Taylor phase of SNe, we inject the mo-
mentum into the cells in the coupling radius based on a weight. The mass and
energy ejected are injected into the cells within the coupling radius based on the
weight as well. In SPHINX (Rosdahl et al., 2018), the thermal energy is injected
in the host cell of the SN if the resolution is sufficient. Otherwise, momentum
is injected. The radial momentum, mass ejected by the SN and gas mass of the
host cell is distributed across the host cells and the adjacent cells (including those
across the corners). The amount of momentum given to each neighbour depends
on a weight based on the mass and a geometrical factor. The momentum injected
is increased if a cell contains an unresolved HII region. In an SN explosion, no
more than 90% of gas can be removed from a host cell. RAMSES-RT (Rosdahl
et al., 2013) does not include dust cooling, which is included in SMUGGLE-RT
(Kannan et al., 2020, 2019). While we use an RSLA, RAMSES-RT (Rosdahl et al.,
2013) uses a variable speed of light approximation, which is slowest in small
grid cells and faster for larger ones. The radiation injected by star particles is in-
jected into cells inside the coupling radius in AREPO-RT (Kannan et al., 2019). In
RAMSES-RT (Rosdahl et al., 2013), the radiation is injected only into the host cell.
However, a transport step of the M1 radiative transfer is performed right after.
SPHINX (Rosdahl et al., 2018) does not allow for molecular hydrogen cooling,
while SMUGGLE-RT (Kannan et al., 2020) performs non-equilibrium molecular
hydrogen cooling. SPHINX (Rosdahl et al., 2018) sets a base metallicity to enable
cooling to low temperatures.
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3 Methodology

In this section, I will discuss how to derive the escape fraction in post-processing
in three different ways. The first way is using the flux coming from the M1
radiative transfer in AREPO-RT. The second approach is ray-tracing from the
centre of the galaxy, utilising the neutral hydrogen density. The third approach
is ray-tracing from each star in the galaxy using the COLT code (Smith et al.,
2015). I will be starting off by explaining how to derive the luminosity of stars,
as this variable is not included in the snapshots of AREPO-RT and is needed for
the first way of calculating the escape fraction.

3.1 Interpolating the luminosity of stars

In AREPO-RT the luminosity of a star particle is found by interpolating in a
table. In this table, luminosity is given for each frequency bin for multiple dif-
ferent ages and metallicities. The luminosity is given for a star of solar mass.
This table is based on the tables produced by the Binary Population and Spec-
tral Synthesis code (BPASS) Eldridge et al. (2017), which gives the luminosity
of a stellar population for multiple frequencies. Because we split the frequency
of light into multiple frequency bins, as mentioned in Section 2.2, the table was
integrated over these frequency bins.

The luminosity I is given as a variable dependent on the frequency ν in the
form

I = ν
dL
dν

. (3.1)

Here, L is the physical luminosity of a star of one solar mass. For each fre-
quency bin, the luminosity is integrated in 999 steps. First, the stepsize ∆ν of
the frequency at each of the steps is determined using

∆ν =
ν1 − ν0

1000 − 1
. (3.2)

In this formula, ν0 is the lowest frequency in the bin, and ν1 is the highest. For
each of the 999 steps, the frequency in the middle of the step is derived

νj = ν0 + (j + 1/2)∆ν. (3.3)

Here, j is the number of the step of the integration being calculated. Next, the
luminosity at this frequency is determined. This is done for all ages A and
metallicities m found in the table. The luminosity table has certain frequencies
for which the luminosity is given. The closest smaller frequency to νj will be
denoted as νtab,i−1 and the closest larger frequency as νtab,i. As the next step,
a measure of distance of νj to νtab,i is derived and normalised over the distance
between νtab,i−1 and νtab,i
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Dν,j =
νj − νtab,i−1

νtab,i − νtab,i−1
. (3.4)

The luminosities found in the table Itab,i are used to derive the luminosity Ij by
being weighted by Dν,j through linear interpolation

Ij,A,m = (1 − Dν,j)Itab,i−1,A,m + Dν,j Itab,i,A,m. (3.5)

The weighting is done, such that Itab,i corresponding to the frequency closest to
νj is making up a higher proportion of Ij,A,m, while the weights add up to 1.

For each of the ages A and metallicities m, multiple luminosities (one for
each j) get derived for each bin. These are converted to the physical luminosity,
mentioned in Equation (3.1) and added up

Lbin,j,A,m = Lbin,j−1,A,m +
Ij,A,m · ∆ν

νj
. (3.6)

This first part of integrating the first table to form a second smaller table is
not necessary, as one could interpolate the luminosity of given stars from the
original table. However, this is done so by AREPO-RT and for consistency is
done in this work as well.

The next step is to interpolate the luminosity L⋆ of a single star particle from
the table Lbin. First, the linear distances ∆m and ∆A of the metallicity m⋆ and
age A⋆ of the star from the age Atab and metallicities mtab for which luminosities
are given in the table are determined by

∆m =
m⋆ − mtab,i

mtab,i+1 − mtab,i
, (3.7)

∆A =
A⋆ − Atab,j

Atab,j+1 − Atab,j
. (3.8)

Here, mtab,i is the closest metallicity in the table smaller than m⋆ and, hence,
mtab,i+1 the closest larger metallicity. The age Atab,j is defined similarly.

Lastly, the luminosity from the table is interpolated according to bilinear
interpolation

L⋆,M⊙,bin = (1 − ∆m)(1 − ∆A) · Li,j,bin

+ (1 − ∆m)∆A · Li,j+1,bin

+ ∆m(1 − ∆A) · Li+1,j,bin

+ ∆m∆A · Li+1,j+1,bin.

(3.9)

To get the actual luminosity of the star particle in a frequency bin, it now has
to be multiplied by its mass M in solar masses
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L⋆,bin = L⋆,M⊙,bin ·
M

M⊙
. (3.10)

3.2 Measuring the escape fraction using fluxes given by the M1
radiative transfer

3.2.1 Measuring the escaping flux of a galaxy

This section will discuss how to find the flux escaping through a spherical shell
with some radius r. First, a spherical shell with multiple pixels j of the same size
is needed to sample the radially outward pointing component of the flux Frad,j
at each of these pixels. This is done by using a HEALPix sphere (Gorski et al.,
2005), which is integrated into Python using healpy (Zonca et al., 2019).

Using healpy, a shell is created with n = 49152 pixels with its center at co-
ordinate (0, 0, 0) and a radius of 1. Tthe coordinates of the pixels are multiplied
by the desired radius. The pixels on this sphere are then shifted, such that the
center of this sphere lies in the centre of the galaxy.

To now determine the flux at each of these coordinates, the Voronoi cell in
which each pixel lies must be found. This is done by building an Octree over the
size of the box of the simulation and using it to find the nearest mesh generating
point for each pixel. Once for each pixel, the nearest mesh generating point is
found, each pixel gets assigned the flux of this cell F j (in this case, the flux in
the hydrogen ionising frequency band, 13.6 - 24.6 eV). To find the flux flowing
out of (or into) the sphere Lesc (the escaping luminosity), the flux parallel to the
vector from the origin to the coordinate of the centre of each pixel Fesc,j has to
be found. This is done by taking the unit vector pointing in the direction of each
cell s and taking the dot product of the flux density and this unit vector

Fesc,j = F j · s. (3.11)

Lastly, to get the entire flux flowing out of this region, the size of each pixel Aj
is multiplied by its outward-pointing flux Lesc,j and this value is then summed
up for all the pixels to obtain the escaping luminosity

Lesc =
n

∑
j=1

Fesc,j · Aj (3.12)

This also contains incoming flux from stars lying outside of the virial radius
of the galaxy. To what extent this leads to problems when determining the
escape fraction will be discussed in Section 4.
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3.2.2 Deriving the escape fraction from the integrated flux and the luminosity

This flux can now be used to find the escape fraction fesc out of the sphere by
the equation

fesc,M1 =
Lesc

∑n
i L⋆,i

, (3.13)

in which ∑n
i L⋆,i is the sum of luminosities of all star particles i ∈ {1, ..., n} inside

the sphere. However, here, the RSLA might lead to problems, as the radiation
coming from a star particle might take an amount of time high enough to reach
the sphere, such that the luminosity of the star particle has changed significantly.
Which in turn would lead to a wrong result for the escape fraction. This can be
avoided by approximately correcting the stellar age when calculating the lumi-
nosity by the light travel time from the galaxy centre through the formula

Acorr = A − r
c̃

. (3.14)

3.3 Measuring the escape fraction through ray tracing from the
centre of the galaxy

The second method implemented is ray tracing from the centre of the galaxy,
using the neutral hydrogen density. I will start with an explanation of how the
optical depth is calculated using the variables given in the snapshots and then
go on to explain integrating the optical depth to HEALPix shells in order to get
the escape fraction.

To derive the optical depth, first, the number density of HI needs to be de-
rived. This is done by the equation

nHI =
ρgaswH

mH
XHI. (3.15)

Here ρgas is the gas density, XHI is the neutral hydrogen number fraction, mH =

1.673 × 10−27 kg is the mass of a hydrogen atom and wH = 0.76 is the mass
fraction of hydrogen in this gas. From this and the hydrogen photoionisation
cross-section at the mean wavelength of the hydrogen ionising frequency bin
σ̄HI = 3.30693 × 10−22 m2 the optical depth can be found by the formula

τHI =
∫ L

0
σ̄HInHIds. (3.16)

Here L is the length the radiation travels through the medium described by nHI.
To gain insight into what kind of optical depth a photon experiences coming

from the centre of the galaxy and reaching the shell on which the flux is mea-
sured, the optical depth is determined on multiple shells at different radii and
then summed up. For this, a similar tactic as in Section 3.2.1 is used. This aims
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to integrate the optical depth along the line-of-sight (LoS) j to each HEALPix
pixel on a sphere at the virial radius of the galaxy. Each LoS is split up into
intervals with a set length ∆r, which is set such that it is one-third of the radius
of a typical gas cell, assuming the gas cell is spherical. The neutral hydrogen
density nHI,i−1/2,j of each interval i is measured in the centre of this to ensure
2nd-order accuracy. In practice, for each radius, ri−1/2 at which the neutral hy-
drogen density is measured, a HEALPix sphere is created, and for each pixel
the neutral hydrogen density is determined. The optical depth for each pixel is
determined by

τHI,i,j = σ̄HInHI,i−1/2,j∆r. (3.17)

The optical depth of the pixels along one LoS j from the centre of the galaxy
are then summed up to gain insight into the optical depth encountered by pho-
tons travelling along this path to the outermost shell of radius rn

τHI,j =
n

∑
i=1

τHI,i,j. (3.18)

3.3.1 Optical depth and escape fraction

The optical depth τ can be turned into the fraction of radiation f making it
through a medium by the formula

f = e−τ. (3.19)

As in this case, the optical depth is the optical depth radiation experienced when
leaving the sphere radially, the above formula gives an expression of the escape
fraction

fesc,τ =
1
N

N

∑
j

e−τHI,j , (3.20)

in which N is the number of pixels on the HEALPix sphere.

3.4 Measuring the escape fraction by ray tracing from each star
particle using COLT

To derive the escape fraction using the Monte Carlo method implemented in
COLT1 (Smith et al., 2015) weights ωS,i and ωi are assigned to each photon
packet. The source weights ωS are calculated, such that ∑i ωS,i = 1 and all
photon packets emitted from one star have the same source weight. In the case

1COLT is only used to determine the escape fraction in this thesis. Although COLT has
functionalities to equilibrium ionise the gas, this is not used here. Instead, the non-equilibrium
ionisation computed by SMUGGLE-RT is used.
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of an unbiased injection of photon packets explained in Section 2.6, all photon
packets have the same source weight ωS = 1/n, in which n is the number of
photon packets. In the case of a biased injection of photon packets, the source
weight is biased by β as well to ensure a correct escape fraction in the end. The
source weight of a star ωS,* is then defined as

ωS,* =
1
n

(
L1−β
∗ ∑∗ Lβ

∗
∑∗ L∗

)
, (3.21)

where L∗ is the luminosity of the star. Initially, the weight of the photon packet
ωi is set to the source weight of the star it is injected at, such that - in the
biased case - photon packets coming from more luminous stars have higher
initial weights and, as such, also higher optical depth budgets. In the unbiased
case, all photon packets get the same source weight.

The optical depth budget is implemented, such that the initial weight ω0
i

gives the photon packet an initial ”optical depth” τ0
i , as

ω0
i = e−τ0

i . (3.22)

Every time the photon packet traverses a cell, the optical depth of this cell as
described in Section 2.6 is ”added” onto the initial optical depth of the photon
packet by

ω
j+1
i = e−τ

j
i e−τ

j
cell = e−(τ

j
i +τ

j
cell). (3.23)

The photon packet is completely absorbed, i.e. the optical depth budget is used
up when the weight of the photon packet reaches 10−14.

A maximal radius is set in COLT at which the photon packets are stopped to
gain insight into the escape fraction at a certain radius from a star or a galaxy.
When a photon is stopped at this radii, it is not stopped at a cell boundary
but has travelled a distance l into a new cell. The optical depth τend = nHIσHIl
through this cell needs to be subtracted from the optical depth budget as well. If
a photon packet is stopped before the maximal radius is reached, it gets assigned
the weight ωi = 0 as all radiation was absorbed. The final escape fraction can be
found by summing up all weights

fesc, COLT = ∑
i

ωi. (3.24)

Additionally, the escape fraction of single stars f∗, esc, MC can be determined
by weighting the photon weights of the photon packets associated with this star
ω∗,i with the source weight of the star ω∗,S as

f∗, esc, COLT =
∑i ω∗,i

∑i ω∗,S
. (3.25)
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4 Comparison of escape fraction measurements

In this section, I will compare the three methods of determining the escape frac-
tion detailed in Section 3 and explore the advantages and disadvantages of each
method. The first method utilises the M1 flux and determines the escape fraction
through the radially outward/inward pointing flux on a HEALPix sphere at the
virial radius of a galaxy. The second method conducts ray-tracing along the LoS
of the centre of a sphere towards the pixels on a HEALPix sphere. The third
method uses the COLT code and ray traces photon packets from stars towards
the virial radius. Each of these methods uses the gas properties as computed by
SMUGGLE-RT.

First, I want to highlight the connection between the M1 flux pointing radi-
ally out of a sphere and the optical depth of a LoS, which is important in the
second approach. A high optical depth along a LoS from a star towards the
virial radius leads to efficient absorption of radiation along that LOS. The re-
sulting flux measured at the virial radius should, hence, be quite low if a high
optical depth is present and conversely high if the optical depth is low.

In Figure 4 in the top panel, you can see a Mollweide projection of the radially
outward pointing (i.e. positive) flux on a HEALPix sphere. This sphere is placed
at the virial radius of a halo. The flux is given in photons per second per pixel
of the HEALPix sphere. In the bottom panel, you can see a similar Mollweide
projection of the LoS optical depth of that pixel from the centre of the galaxy.
The optical depth is given as its logarithm. Every time log is used in this thesis,
it is shorthand for log10. While the optical depth is quite high for the largest
part of this halo, there is a region visible, in which the optical depth is pretty
low. This is the only path in this halo from which radiation can escape at this
moment. As you can see in the flux plot, this is actually the only part which has
an outward-pointing flux. This path was most likely formed through feedback,
which ejected some of the neutral hydrogen in this direction.

It should be noted that in many cases, the optical depth and the M1 flux out
of the sphere, measured in the way they were here, will not align this nicely. If
the stars are not located in the centre of the halo, they do not see the same optical
depth out of the halo as the measurement of the optical depth. Therefore, their
radiation might escape more easily (if they lie in regions of low optical depth
towards the virial radius) or not as easily (if they lie in very dense regions of
neutral hydrogen). Additionally, due to the nature of the M1 radiative transfer,
some flux coming from a source outside of the halo might lead to a negative flux
measurement instead of radiation being able to escape, and the radiation might
flow into regions where one would expect a shadow.
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Figure 4: Mollweide projections of HEALPix spheres. The top panel shows
the radially outward pointing M1 flux of a halo. The bottom panel shows the
logarithmic LoS optical depth of each of the pixels of the HEALPix sphere of the
same halo.

To compare how the three different methods compare over multiple dis-
tances, a somewhat isolated halo with only one star particle in its centre was
chosen. In Figure 5, you can see a slice of the neutral hydrogen fraction of the
halo. Overplotted on this slice, you can see white stars with black edges, which
show the position of star particles close to this slice. The dark blue arrows show
the effective flux velocity of the Lyman-Continuum frequency bin (13.6 - 24.6
eV). The effective velocity is derived by dividing the flux by the photon density
and is used to show the direction but not the magnitude of the flux. The green
circle shows the radius of 100 ckpc/h away from the centre of the halo. The x
and y axes are centred on the centre of this halo. The flux points away from the
star in the centre of the halo, as one would expect. However, further out from
the star, there is flux coming from external sources pointing inward. This can be
seen both on the bottom of the slice and the top right.

To see how the methods of determining the escape fraction differ with in-
creasing radius for this relatively simple halo, you can see a plot of the escape
fraction versus the radius in Figure 6. The grey line is the escape fraction deter-
mined by using the M1 flux. The turquoise line shows the escape fraction deter-
mined by ray tracing from the centre of the halo. The red-dotted line shows the
escape fraction determined by ray tracing from each star inside the halo using
COLT.

While both of the ray-tracing approaches agree very well, the approach using
the M1 flux deviates greatly at small radii and a bit at larger radii. The devi-
ation at smaller radii is due to how the radiation is injected. It is not injected
directly into the gas cell in which the star particle lies, as this would lead to
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Figure 5: Slice of the neutral hydrogen fraction. The x and y axes are given in
comoving kpc/h and are centred on the centre of the halo. The white stars with
the black edges are star particles in the simulation. The dark blue arrows show
the effective radiation velocity of the Lyman-Continuum frequency bin. The
effective velocity is the photon flux divided by the photon density. The green
circle shows a radius of 100 ckpc/h.

Figure 6: Escape fraction versus the radius, given in ckpc/h. The grey line shows
the escape fraction determined by the M1 flux. The turquoise line shows the flux
determined by ray tracing from the centre of the halo. The red dotted line shows
the flux determined by ray tracing from each star using COLT.
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a not quite spherically symmetric propagation of the radiation outward due to
the nature of the M1 radiative transfer and the cell geometry. The radiation is
instead injected into the 16 closest cells to the star. This means that right at the
star, only a fraction of the total flux is injected, leading to a low escape fraction
until about 17 ckpc/h in this example. At slightly higher radii until about 21 ck-
pc/h, the escape fraction is too high, as there is still flux injected into these cells,
leading to some radiation propagating outward, which would usually not reach
radii this high before being absorbed. The low escape fraction at radii bigger
than 60 ckpc/h is due to the inflowing (”negative”) flux from external sources
as shown in Figure 5. The nature of the M1 radiative transfer leads to interesting
effects when the flux of two or more sources of radiation intersects. It can cause
a change in direction, which appears rather unphysical as radiation is usually
not collisional, or even inverts its direction when ”colliding” with radiation of
a different source. Instead of flowing radially outward from each source, the
radiation moves perpendicularly to the line connecting the two sources. This ef-
fect could be removed when external sources are deactivated, and the radiation
travels outward in a static state of the gas. However, this does not remove the
effects close to the area of injection, and there are some other effects this will not
fix. The M1 radiative transfer will fail to form sharp shadows behind objects;
instead of stopping the radiation, it rather flows around these objects. Addition-
ally, as the radiation is injected at certain timesteps and diffuses out over the rest
of the time, some fluctuations can show up in the escape fraction measurements,
dependent on how close to the injection of radiation the snapshot was taken.
This can also be visible over distance, not just time. As an RSLA is used, the
light travel time from the star particle to the virial radius was corrected as men-
tioned in Section 3.2.2. However, this assumes that the star particle is located
in the centre of the galaxy, so this is only an approximate correction. The many
arguments against using the M1 flux approach to determine the escape fractions
convinced me to reject this as a method of determining the escape fraction in the
further analyses of this thesis.

The almost identical progression of the escape fraction for both ray tracing
approaches in Figure 6 is simply due to the one bright/young star particle in
the halo lying right in the centre of it. Hence, both of these approaches are
essentially doing the same thing. However, this changes quite drastically when
the star particles are no longer situated right in the centre.

In Figure 7, you can see a volume-weighted projection of the gas number
density of a halo. The coloured stars plotted on top of it are the star particles
lying inside the halo, which are younger than 10 Myr. Their colour shows their
escape fraction. There are two reasons for (exclusively) plotting young stars here.
The first reason is that it shows where the stars form inside a halo. The second
reason is that young stars are the brightest stars in the ionising UV by several
orders of magnitudes in such a halo and, hence, also dominate the escaping
luminosity. While the younger star particles in this galaxy have luminosities of
up to 1050 s−1, the older star particles have luminosities lower than 1048 s−1. You
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Figure 7: Volume-weighted projection of the gas number density of a halo. The
stars are the locations of the star particles in this halo, which are younger than
10 Myr. Their colour shows their escape fraction.

can see that most of the star particles are, in this case, not formed in the centre
of the halo but instead in dense regions 10-20 ckpc/h displaced from the centre.
The underdense region formed in the centre of this halo is a bubble formed by
stellar and supernova feedback, blowing the gas outwards. This is an example
of positive feedback (Efstathiou, 2000; Silk, 2013), in which the density of the gas
is increased and star formation is facilitated in the swept-up gas surrounding
the bubble. The escape fraction of these young stars is quite low due to the high
gas density and, hence, the high neutral hydrogen density surrounding them.

In Figure 8, you can see two slices of the neutral hydrogen density nHI of a
halo. In Figure 8 a) (left panel), the dots shown are positioned at the coordinates
of HEALPix pixels (used for determining the escape fraction by ray tracing from
the centre of the halo) close to the z coordinate of the slice. In Figure 8 b)
(right panel), the dots shown are photon packets of the COLT code close to the
z coordinate of the slice. Here, you can see that some photon packets that have
used up their optical depth budget before reaching the maximal radius have
been stopped at cell boundaries. Other photon packets that made it to the virial
radius have rather low escape fractions, as they traversed a large optical depth.

When looking at a), you can see the pixels with a high escape fraction lie in
regions with a low, neutral hydrogen column density along the LoS from the
centre of the halo. In b) this is not the case. Almost all photon packets have a
low escape fraction. As previously mentioned, this is due to the position of the
young stars not being in the centre of the halo. Additionally, as the direction
of the photon packets is randomly drawn in COLT, some of the photon packets
visible might stem from stars above or below the plane of the slice, which yields
results less correlated with the density in the slice than ray-tracing from the halo
centre.
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Figure 8: Slices of the neutral hydrogen number density in log scale. The dots
in a) are pixels of the HEALPix sphere used for the ray tracing from the centre
of the galaxy close to the z-component of the slice. The colour shows the escape
fraction through one of these pixels. In b) the dots are photon packets of the
COLT approach. The colour shows the escape fraction of each photon packet.

Using the M1 flux to determine the escape fraction has many disadvantages
over the other methods due to the biases and artefacts caused by the flux from
external sources, injection and time-stepping. This approach will, hence, not be
used in further analyses in this thesis. The ray tracing from the centre approach
is relatively slow due to the small distances at which the optical depth needs to
be determined to get an accurate result. The main disadvantage, however, is the
assumption that all the bright stars can be found in the centre of the halo, as
this is only true for a fraction of the halos in our simulation. Although COLT
requires some postprocessing of the snapshots in order to give the correct results,
it is pretty fast through its parallelised code and yields the most reliable results.
For further analyses in this thesis, COLT will be used to determine the escape
fractions.
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5 Escape fractions and correlations of galaxy proper-
ties in simulations

5.1 Time evolution of escape fractions

The escape fraction has a tight relationship with the stellar and SN feedback, as
less dense gas inside the ISM enables radiation to escape more easily without
getting absorbed. Due to this, one would assume the escape fraction is higher
at times or directly after times with a higher SFR, as more young stars produce
more (early) stellar feedback and, soon thereafter, SN feedback. To gain some
insight into this relation, the zoom-in simulation of the medium group was used,
which has a zoom factor of 4. This group has a virial mass of 4.74 × 1010 M⊙
at redshift 4.57. The SFR in Figures 9 to 16 is defined using the mass of stars
younger than 10 Myr inside of the virial radius of the halo. The virial radius of
the halo is found through the FoF groups of each snapshot.

To check if the escape fraction is actually linked to the SFR, in Figure 9, the
escape fraction fesc is plotted in blue and the SFR in grey versus the redshift.
For this plot, the galaxy corresponding to the largest FoF group in the high-
resolution region of the medium group was followed over time. This was made
possible using the merger tree feature of the Subfind code (Springel et al., 2021).
In this figure, you can see that the escape fraction and the SFR seem to correlate,
especially for the two peaks after redshift 6. It also can be seen that the escape
fraction peaks are often slightly shifted towards lower redshifts in comparison
to the peaks of the SFR. As stellar feedback takes a while to reduce the density
of the ISM, and SNe take a while before they go off, the escape fraction increases
slightly later than the SFR in the galaxy.

In Figure 10, the SFR and escape fraction shown in Figure 9 are displayed
in a scatter plot. Here, the suspected correlation is clearly visible. The higher
the SFR is, the higher the escape fraction. The scatter in this plot is due to
effects like the previously mentioned lag in time between the high SFR and
escape fraction, but also because a high SFR does not have quite the same result
every time, dependent on the gas mass and ionisation of the ISM. If more of the
hydrogen in the ISM is ionised, less gas has to be ejected by feedback to get high
escape fractions. If the gas has a high density (and low ionisation fraction), more
feedback must be injected to affect the escape fraction significantly.
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Figure 9: Escape fraction determined by the COLT code in dark blue and the
star formation rate of the past 10 Myr in grey versus the redshift for one galaxy.
The halo used here is the largest halo found in the high-resolution region of
the resimulation of the medium group, which has a virial mass of 4.74 ×1010

M⊙ at redshift 4.57. Peaks in the escape fraction often follow peaks in the star
formation rate.

Figure 10: Scatter plot of the escape fraction versus the star formation rate in the
previous 10 Myr for a single galaxy. The different points are taken at different
times for the same galaxy. The data of this halo is measured between redshifts
10.3 and 4.6. The haloes were taken from the high-resolution region of the res-
imulation of the medium group, which has a virial mass of 4.74 ×1010 M⊙ at
redshift 4.57.
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5.2 Correlation between escape fractions and star formation

To test the effect of the SFR on the escape fraction statistically over a larger
sample of data, the 10 largest haloes (FoF groups) for each snapshot of the zoom-
in simulation of the medium group are considered in the following analysis.
This selection has to be made, because COLT requires pre-processing for each
halo. Only haloes completely in the high-resolution region of the snapshot are
considered. The snapshots are split up into six bins based on their redshift: [11,
15), [9, 11), [8, 9), [7, 8), [6, 7), and [4, 6).

In Figure 11, one can see the escape fraction fesc plotted versus the SFR for
the data as explained above. The colour of the points shows the stellar mass
inside the halo. The arrows indicate galaxies with escape fractions below 10−5.
The grey line shows the luminosity-weighted escape fraction for 10 bins, while
only bins containing five or more data points are shown. The mean escape
fraction shown in this line is luminosity-weighted, as galaxies with a higher
intrinsic luminosity with high escape fractions have a higher contribution to the
reionisation of the IGM than galaxies which are dim. The data follows a positive
correlation for all six panels, meaning that haloes with a higher SFR have a
higher escape fraction. In the higher redshift intervals, the data is quite spread
out, and the positive trend is not as strong as for lower redshifts and is primarily
present at high SFR. Additionally, fewer data points are visible in the panels of
the higher redshift intervals due to fewer snapshots taken in these periods. The
lines showing the luminosity-weighted mean escape fraction also do not show
a clear positive trend in the bottom two panels due to the scarcity of data. The
escape fraction of the halos becomes larger over time. While the halo with the
highest escape fraction in the time frame between redshifts 4 and 6 is about
0.4, the largest escape fraction for the time frame between redshifts 11 and 15
is 0.1. A more detailed analysis of the escape fraction as a function of redshift
is conducted later in Section 5.3. When investigating the colour of the points, a
correlation of the escape fraction with the stellar mass is also visible. The higher
the mass, the higher the escape fraction. However, a few halos with high stellar
masses have a low escape fraction; these have a lower SFR than their high escape
fraction counterparts.

The positive correlation between the escape fraction and the SFRs hinted at in
the analysis of a single halo, was also found in this analysis with a larger dataset.
This was expected as the stellar and SN feedback becomes more efficient in times
of high star formation, as more young stars can inject more feedback. Addi-
tionally, higher escape fractions at later times hint at a more ionised universe,
making the escape of radiation from galaxies easier, as less neutral hydrogen is
present. However, for the most massive haloes at later times, one would expect a
lower escape fraction, as a deeper potential well and higher gas mass withstand
a higher degree of feedback. This effect, however, cannot be seen in our simula-
tion. This means that even for the largest galaxies in our sample, the feedback is
always strong enough to boost the escape fraction. The few galaxies with very
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high stellar masses but lower escape fractions also show a lower SFR, falling at
roughly the same spot as lower-mass galaxies with a similar SFR.

To investigate the relationship between stellar mass and escape fraction in
more detail and check for possible badly resolved haloes, the escape fraction fesc
versus the stellar mass inside the halo M∗ is shown in Figure 12. The arrows
indicate galaxies with escape fractions below 10−5. The number of gas cells
inside the virial radius of the halo is shown as the colour of the points. The
colour bar is centred on 1000 cells, as this was chosen as a cutoff for a sufficient
gas resolution of the halo. In SMUGGLE-RT, the radiation is injected in the 16
closest cells to a star particle; the ionisation fraction of the gas in these cells will
not be accurate. As seen earlier, the star particles might not form in the centre of
the halo but rather further out. If that is the case, these injection regions might
cover a large part of the ISM in haloes with less than 1000 cells. This might then
lead to escape fractions which are too high, as the photons traverse a higher
ionised gas, than realistic. The grey lines show the luminosity-weighted mean
escape fraction for 10 stellar mass bins, while only bins with more than four
objects are shown. The dark blue dashed line is a fit to the data of Rosdahl et al.
(2022), displayed as a similar blue dashed line in their figure 9. This line is a fit
to their luminosity-weighted mean escape fraction calculated for several stellar
mass bins.

For all the redshift ranges lower than 11, the escape fraction positively corre-
lates with the mass, as already suspected from Figure 11. In the redshift inter-
val from redshifts 11 to 15 in Figure 12, the luminosity-weighted mean escape
fraction, as well as the data itself, hints at a negative correlation at low stellar
masses, although there is a lot of scatter in the data and many galaxies with
stellar masses lower than 105 M⊙ may be affected by the numerical resolution.
The stellar mass of the haloes increases with decreasing redshifts. In the redshift
range from 4 to 6, one can see some data points at stellar masses around 109

M⊙, which have quite low escape fractions. This most likely is one halo sam-
pled over several snapshots in this redshift range. This halo is also visible in
Figure 11, showing very high stellar masses but a lower escape fraction and star
formation rate than other haloes with similar stellar masses. For higher redshift
bins in Figure 12, the escape fractions of haloes with stellar masses lower than
105.5 M⊙ seem to increase again with decreasing mass, forming a minimum at
about this point. The general positive trend between stellar masses of 105.5 M⊙
and 108 M⊙ indicates that feedback becomes more efficient in a galaxy with in-
creasing stellar mass. For haloes with stellar masses below 105.5 M⊙, the escape
fraction appears to be increasing towards lower stellar masses. As these galaxies
most likely have low gas masses, their escape fraction can potentially be affected
by insufficient resolution. This is confirmed for some haloes, based on the num-
ber of gas cells inside their virial radius. This low number of gas cells is likely
caused by efficient feedback. If these galaxies have rather low halo masses, they
could be heavily affected by feedback and photoevaporation and might lie below
the filtering mass. However, this cannot be concluded here, as the stellar mass
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Figure 11: Escape fraction versus the star formation rate of the last 10 Myr for six
different redshift ranges. The stellar mass of a galaxy is indicated by the colour
of the points. The arrows indicate galaxies with escape fractions below 10−5.
The grey lines show the luminosity-weighted mean escape fraction for 10 star
formation rate bins, while only bins with five or more data points are shown.
Each data point is based on one of the 10 largest halos of one of the snapshots in
the redshift range shown in the upper left corner of the panels. The haloes were
taken from the high-resolution region of the resimulation of the medium group,
which has a virial mass of 4.74 ×1010 M⊙ at redshift 4.57.
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is not a good proxy of halo mass. One can still find haloes with more than 1000
gas cells, with high escape fractions at low masses.

Two projections of the gas density of two of such galaxies are shown in Fig-
ure A.1 and Figure A.2. The first plot displays a volume-weighted number den-
sity projection of a galaxy with a gas cell count of over 1000. In this case, you can
see that the high escape fraction stems from the star particles lying in regions
with a low gas density. Most of the gas cells seem to lie in the top left corner,
where a gas clump is entering the galaxy, which has otherwise a rather low gas
density. Possibly in the past, the stars in this galaxy have ejected most of its
gas, enabling a high escape fraction. When investigating the surrounding area,
it became evident that the gas clump visible in the top left corner and one in the
bottom right corner are travelling along filaments and are currently accreting
onto the halo. The other haloes containing more than 1000 gas cells often show
similar states as the one displayed here. The star particles still lie in low-density
regions, while another region of the galaxy is accreting gas. In the second plot,
you can see a halo with less than 1000 gas cells (Figure A.2). The one star particle
visible in this galaxy lies in a region with a very low resolution and gas density,
making the escape of the radiation easy. It becomes apparent that while these
galaxies have very high escape fractions at low stellar masses, the stars inside of
these galaxies are rather old, which indicates a low escaping luminosity.

The fits from Rosdahl et al. (2022) exhibit a maximum at around 107 M⊙
which cannot be found in the data of our simulation of the medium group in Fig-
ure 12. Their fit shows a decline in escape fraction towards high stellar masses,
which is not present in our data. This decline would indicate that heavier galax-
ies containing large amounts of stars cannot inject enough feedback anymore to
have as high escape fractions as their lower mass counterparts. In the interval
from redshift 11 to 15, Rosdahl et al. (2022) find very low escape fractions at low
stellar masses and an increase towards higher stellar masses, while the oppo-
site is the case in my analysis at low stellar masses. For stellar masses higher
than 105.5 M⊙ we find an increase of escape fraction with stellar mass. In our
simulation, some of the galaxies in the highest redshift interval have poor res-
olution. The comparison of the resolution is not trivial in this case, as Rosdahl
et al. (2022) use an active mesh refinement code. However, they do mention that
their minimum gas cell width is 10 pc. For our simulations, the minimum gas
cell width, assuming spherical cells, is 1.2 pc. This might indicate that these
small galaxies are not sufficiently resolved in their simulation as well, leading to
these rather low escape fractions. For the other panels, the slope to the left of
the maximum of the fit from Rosdahl et al. (2022) seems more aligned with the
fit to our data. The selection function of the galaxies considered in our analysis
differs from theirs. While Rosdahl et al. (2022) conduct a full box simulation, I
am considering the 10 largest haloes in the high-resolution region of a zoom-in
simulation of a galaxy found in THESAN.

As seen in Figure 11, the mass correlates with the escape fraction and the SFR,
as the SFR is the stellar mass of stars younger than 10 Myr (in this case). Similar
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Figure 12: Escape fraction versus stellar mass for six different redshift ranges.
The number of gas cells inside the virial radius of each galaxy is indicated by the
colour of the points. The arrows indicate galaxies with escape fractions below
10−5. The grey lines show the luminosity-weighted mean escape fraction for 10
stellar mass bins, while only bins with five or more data points are shown. The
dashed dark blue line is a fit to the luminosity-weighted mean escape fraction
of the data of Rosdahl et al. (2022), which can be seen in their figure 9. Each
data point is based on one of the 10 largest halos of one of the snapshots in the
redshift range shown in the upper left corner of the panels. The haloes were
taken from the high-resolution region of the resimulation of the medium group.
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plots with the sSFR were made to see how the feedback injection influences
the escape fraction regardless of stellar mass, possibly removing the effects of
galaxy mass. Here, the sSFR is the SFR averaged over 10 Myr divided by the
stellar mass of the halo. In Figure 13, the escape fraction is plotted against the
sSFR. The arrows indicate galaxies with escape fractions below 10−5. The grey
line again shows the luminosity-weighted mean escape fraction for 10 sSFR bins,
while only bins with five or more objects are shown. The dashed dark blue line
is a fit to luminosity-weighted escape fraction over multiple sSFR bins of the
data of Rosdahl et al. (2022). This fit is shown in their figure 11 as a similar
dashed blue line. The luminosity-weighted mean escape fraction appears to be
increasing in the top two panels and rather flat in the other ones. The scatter of
the data is still quite high. The colour of the points shows the stellar mass of the
halo.

These results show that the mass of stars formed per time per galaxy stellar
mass does not correlate significantly with the escape fraction in our simulation
in most redshift intervals. Part of the motivation for utilising the sSFR was to
try and account for the different strengths of feedback needed for galaxies of
different masses to form channels through which the radiation can escape. This,
however, does not appear to work in practice. The wide distribution of the
data points makes seeing more subtle effects in these plots difficult. The stellar
mass in these plots only correlates with the escape fraction and not the sSFR.
The fits by Rosdahl et al. (2022) lie at similar escape fractions in comparison to
the luminosity-weighted bins derived here in the upper two panels. In the other
panels, the scarcity of data and the large scatter make drawing conclusions hard.
Additionally, Rosdahl et al. (2022) find a minimum at around 10 Gyr−1, which
cannot be seen in the data of our medium group. To assess if such small features
can be found, a more extensive analysis of galaxies with a broader range of
masses needs to be conducted.

The escape fraction is not only influenced by stars formed in the last 10 Myr,
even if those provide the most recent injection of feedback into the ISM. Even
before that, periods of high SFR might have ejected gas and made the ISM less
dense. Due to this, Rosdahl et al. (2022) suggested using the maximum sSFR -
sSFR10,max. This measure is based on the sSFR for the intervals of [50, 40) Myr,
[40, 30) Myr, [30, 20) Myr, [20, 10) Myr, and [10, 0) Myr before the snapshot. It
adopts the maximum of the five calculated values of the sSFR.

Plots of the escape fraction fesc versus the maximum sSFR defined as de-
scribed in the last paragraph can be seen in Figure 14. The arrows indicate galax-
ies with escape fractions below 10−5. The grey line again shows the luminosity-
weighted mean escape fraction for 10 maximum sSFR bins, while only bins
with five or more objects are shown. The dashed dark blue line is a fit to the
luminosity-weighted mean escape fraction for multiple maximum sSFR bins of
the data of Rosdahl et al. (2022). The fits are shown in their figure 15 as simi-
lar blue dotted lines. More data points are shown at lower maximum sSFRs in
comparison to Figure 13. Some haloes might not have formed stars in the past
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Figure 13: Escape fraction versus specific star formation rate over 10 Myr for
six different redshift ranges. The stellar mass of a galaxy is indicated by the
colour of the points. The arrows indicate galaxies with escape fractions below
10−5. The grey lines show the luminosity-weighted mean escape fraction for 10
specific star formation rate bins, while only bins with five or more data points
are shown. The dashed dark blue line is a fit to the luminosity-weighted mean
escape fraction of the data of Rosdahl et al. (2022), which can be seen in their
figure 11. Each data point is based on one of the 10 largest halos of one of the
snapshots in the redshift range shown in the upper left corner of the panels.
The haloes were taken from the high-resolution region of the resimulation of the
medium group.
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10 Myr; these do not show up in the sSFR plot in Figure 13. These same haloes
might have formed stars in the last 50 Myr. Although a positive trend seems to
have formed in most panels in Figure 14, the data is still very spread out, and
the luminosity-weighted medium escape fraction may be affected by the sam-
ple size. The colour of the points again shows the stellar mass, which does not
(obviously) correlate with the maximum sSFR over 50 Myr.

While Rosdahl et al. (2022) have fitted a curve to the escape fractions as a
function of maximum sSFR and found a minimum, the same cannot be said
about the analysis of the maximum sSFR in this analysis. However, in the three
lowest redshift intervals, the luminosity-weighted escape fraction lies close to
their fit. This is not the case for the other panels. An analysis of the maximum
sSFR with more data and a higher mass range can be seen in Section 5.3.

The evolution of the escape fraction in time was mentioned in Figure 11.
However, a clear conclusion cannot be made from the six panels in the plot;
other than that it appears to increase with decreasing redshift. In Figure 15,
the escape fraction fesc is plotted versus the redshift z. Each escape fraction is
again calculated for the 10 largest haloes in each snapshot. The red dots are data
from haloes, which only contain less than 1000 gas cells, and the blue dots are
data points from haloes, which contain more than 1000 gas cells. The grey line
displays the median of the escape fraction for 24 redshift bins.

For redshifts higher than 12, a cloud of haloes with very high escape fractions
can be seen in the top left corner. The majority of the data points in this cloud
are likely affected by an insufficient resolution of the gas in these haloes. How-
ever, some of these haloes appear to have sufficiently high resolution and still
have high escape fractions. These might still be insufficiently resolved around
the stars, as visible in Figure A.1. As explained earlier, the feedback of only a
few stars and photoevaporation from ionisation fronts of other galaxies might
remove (almost) all of the gas from the halo, as the gravitational potential wells
of these early haloes are rather shallow. These are the same galaxies seen in
Figure 12 in the bottom two panels, increasing the escape fraction for very small
masses. For haloes with redshifts smaller than 12 in Figure 15, which are not part
of the cloud in the top left corner, one can see that the escape fraction increases
with decreasing redshift. One could consider that this might be driven by the
higher-mass galaxies analysed with decreasing redshift. However, at redshifts
smaller than 8, this trend flattens. This flattening does not indicate the end of
reionisation. As only the largest 10 haloes from each snapshot have been anal-
ysed, the area surrounding these galaxies might already be completely ionised
at this point. However, the gas surrounding smaller haloes might still be rather
neutral. A higher mass range is needed to make a statement about this.
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Figure 14: Escape fraction versus maximum specific star formation rate, based
on the 10 Myr interval with the highest specific star formation rate of the last 50
Myr for six different redshift ranges. The stellar mass of a galaxy is indicated
by the colour of the points. The arrows indicate galaxies with escape fractions
below 10−5. The grey lines show the luminosity-weighted mean escape fraction
for 10 specific star formation rate bins, while only bins with five or more data
points are shown. The dashed dark blue line is a fit to the luminosity-weighted
mean escape fraction of the data of Rosdahl et al. (2022), which can be seen in
their figure 15. Each data point is based on one of the 10 largest halos of one of
the snapshots in the redshift range shown in the upper left corner of the panels.
The haloes were taken from the high-resolution region of the resimulation of the
medium group.
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Figure 15: Escape fraction versus the redshift. Each data point is measured in
one of the 10 largest haloes in each snapshot. The blue dots show haloes which
contain more than 1000 gas cells, and the red dots show haloes that contain less
than 1000 gas cells. The arrows indicate galaxies with escape fractions below
10−5. The grey line shows the median escape fraction for 24 redshift bins. The
haloes were taken from the resimulation of the medium group.

5.3 Ionising radiation escape over five orders of magnitude in
halo mass

In this section, I will combine the results from three zoom-in simulations of
groups from the THESAN simulation. Information about the groups shown here
can be found in Table 1. In addition to the medium group already discussed in
Section 5.2, one of the largest groups from the zoom-in simulations, THESAN
group 39, was used, as well as one on the smaller side, group 500531. The small
group has a zoom factor of 8 (512 times better mass resolution than THESAN) to
ensure a high enough resolution. Again, the 10 largest FoF groups per snapshot
were selected from each zoom-in simulation, due to the computational cost of the
pre-processing of COLT. Only haloes completely in the high-resolution region of
the snapshot are considered. This time, the plots are split up into seven redshift
ranges, as the zoom-in simulations of the small and large groups were run until
redshift 3. In Figures 16, 19 and 21, the galaxies found in the high-resolution
region of the medium group are shown in blue, the large group in red and the
small group in green.

As seen in the last section (Section 5.2), the SFR appears to be a good measure
of the feedback injected influencing the escape fraction. However, the galaxies
taken from the medium group only had a limited range of masses. To investigate
what effect the SFR has on differently sized galaxies and how the SFRs of the
galaxies in the three groups compare, one can see plots of the escape fraction
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versus the SFR averaged over 10 Myr in Figure 16. The arrows indicate galaxies
with escape fractions below 10−5. In the interval between redshift 3 and 4,
one can see that while the galaxies in the high-resolution region of the large
group indicate a positive correlation between the escape fraction and the SFR,
the galaxies in the high-resolution region of the small group show a negative
correlation. However, at SFRs around 106 M⊙/10 Myr, the data from the small
group is in reasonable agreement with the data from the large group.

When looking at the combined distribution of the data from the two groups,
one can see a minimum escape fraction at about 105.5 M⊙/10 Myr. The same
minimum can be seen in the interval between redshift 4 and 6. The maximum
escape fraction at low SFRs reached maximum values of about 0.1 in this inter-
val, while it reaches almost 1 in the interval between redshift 3 and 4. For the
intervals at higher redshifts, a minimum cannot be found, while a flattening of
the escape fraction for low SFRs can be seen in the interval from redshift 4 to 6.
The combined data for the other redshift intervals displays an overall positive
correlation between the escape fraction and SFR. The few galaxies in the small
group form the lower end of this distribution. Galaxies in both the medium and
large groups show a positive correlation between the escape fraction and the
SFR in all panels. Their data points follow a very similar relation, with the data
of the large group lying at higher SFRs than the data of the medium group. The
galaxies in the small group forming the lower SFR end are not primarily due
to the medium and large groups not containing small haloes; it is rather due to
the bias towards large haloes introduced through only taking the 10 largest FoF
groups per snapshot.

The data from the galaxies contained in the large group agrees with the find-
ings from Figure 11 from Section 5.2. The escape fraction still increases with
rising SFR in Figure 16. The increase of the data from the small group towards
a higher escape fraction for lower SFRs for the redshift interval between 3 and 4
can be explained through those galaxies forming very few stars and also having
a shallow potential well and/or little gas. This makes it easy for the feedback
to create channels for the radiation to escape through. This gas ejection might
also lead to a very low resolution in these small regions, even for a zoom-factor
8 simulation. Once the gas from haloes with shallow potential wells is removed,
possibly by feedback or photoevaporation, they might not be able to accrete gas
again due to having halo masses below the filtering mass. The gas surrounding
the halo might have been heated up too much during the reionisation, such that
it cannot accrete onto such small haloes anymore. These high escape fraction
- low SFR galaxies do not appear prominently in the higher redshift intervals
(except for a few points in the intervals from redshifts 9 to 11 and 11 to 15). A
possible cause of this might be that there is too little data in these ranges to show
such high escape fraction galaxies. This could be addressed by using more than
the 10 largest haloes.
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Figure 16: Escape fraction versus the star formation rate of the last 10 Myr for six
different redshift ranges. Each data point is based on one of the 10 largest halos
of one of the snapshots in the redshift range shown in the upper left corner
of the panels. The arrows indicate galaxies with escape fractions below 10−5.
The haloes were taken from the resimulations of three THESAN groups, which
are colour-coded. Red corresponds to the large group, which has a mass of
4.25 × 1012 M⊙ at redshift 3, blue corresponds to the medium group, which has
a mass of 4.74 × 1010 M⊙ at redshift 4.6 and green corresponds to the small
group, which has a mass of 1.94 × 109 M⊙ at redshift 3.
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A possible explanation for galaxies having low escape fractions and low SFR
is the following: these haloes have mostly old stars and not a lot of stars in
general, such that not enough feedback is produced to eject the gas that is ac-
creted. This would only be a very short-term effect, as the accreted gas would
lead to new star formation and, hence, higher feedback, leading to higher escape
fractions again. This cannot be observed in these higher redshift ranges, which
might again be due to an insufficient amount of data. As the small group is still
quite small at redshift 3, it does not have many star-forming haloes at higher
redshifts. This could be better investigated by analysing more small haloes from
the medium and large groups, not just the largest 10. Due to the amount of time
and computational power needed for a broader analysis, this exceeded the scope
of this thesis project.

In the last section, an analysis using the luminosity-weighted escape fraction
was only partly possible due to the limited amount of data. The maximum
sSFR seems like an interesting approach to not only account for the different
strengths of feedback needed to eject gas from galaxies of different sizes but
also take into account past periods of strong feedback in galaxies. Nevertheless,
no clear correlation could be found in Figure 14. The larger mass range and
abundance of objects when combining the data of the three groups might lead
to different results.

A plot of the escape fraction versus the maximum sSFR as explained in Sec-
tion 5.2 is shown in Figure 17 and Figure 18. The arrows indicate galaxies with
escape fractions below 10−5. The colour of the points shows the stellar mass. The
data points are taken from all three THESAN groups. The dark blue dashed line
is a fit through the data of Rosdahl et al. (2022), calculated using a luminosity-
weighted mean in each bin, shown in their figure 15. The dark red line shows
the luminosity-weighted mean for 24 maximum sSFR bins. Sometimes, fewer
bins are shown, as only bins containing more than four objects are considered.
Generally, the luminosity-weighted mean seems to agree quite well with the re-
sults of Rosdahl et al. (2022). In the intervals from redshift 4 to 9, the mean
escape fraction calculated from our data lies above the fit from Rosdahl et al.
(2022). For higher redshifts, my results lie slightly below their fit. In the interval
from redshifts 4 to 6, the mean escape fraction even appears to have a minimum
around the same point as the fit by Rosdahl et al. (2022). Another minimum
can be seen in the interval from redshifts 3 to 4; however, the analysis of Ros-
dahl et al. (2022) only extends down to redshift 4.7, so this cannot be directly
compared. Our data for the other redshift ranges becomes very scarce before
the minimum found in their fit is reached, such that I cannot comment on the
possible trajectory in comparison to the fit.

As the selection function here is different to that of Rosdahl et al. (2022), the
luminosity-weighted means shown here are expected to somewhat differ. To
get comparable results, also in terms of smoothness of relation, a more extensive
analysis would be needed in which all star-forming galaxies from multiple THE-
SAN groups are analysed. The data Rosdahl et al. (2022) used for their analysis
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of the escape fraction and the maximum sSFR in their figure 15 is also very scat-
tered, and the shape looks similar to the one found here. While their data is very
scattered, they have a large enough sample such that their luminosity-weighted
escape fraction bins display a smooth relation and can hence be fitted well.

The effects of insufficient resolution were already visible in Figure 12, es-
pecially in the high redshift intervals. With the galaxies found in the high-
resolution region of the small group, more data from small galaxies is available.
While the small group has a better gas mass resolution than the other groups,
the very small galaxies found in its high-resolution region still might have in-
sufficiently resolved gas masses. A plot of the escape fraction versus the gas
mass could show insufficiently resolved galaxies and a possible cutoff at which
the gas mass is too high for feedback to efficiently form channels for radiation
escape.

In Figure 19, one can see a plot of the escape fraction versus the gas mass.
The arrows indicate galaxies with escape fractions below 10−5. For this plot, two
redshift intervals were chosen, which are representative of the other redshift
intervals. It can be nicely seen that the galaxies found in the different THESAN
groups sample different gas mass ranges. Considering the mass resolution of
the gas in these zoom-in simulations, one can conclude that haloes with a gas
mass lower than 106 M⊙ have an insufficient resolution in the simulation of the
small group, which has a zoom factor of 8. For the other two THESAN groups,
a gas mass below 107 M⊙ already becomes problematic. Even galaxies with a
gas mass above these thresholds might be poorly resolved if, e.g. the majority of
the gas cells are situated in a gas clump that is currently accreted, as can be seen
in Figure A.2. The stripes that the scatter forms in Figure 19 show one halo over
multiple snapshots.

For the interval between redshifts 4 and 6, the galaxies in the high-resolution
region of the zoom simulations of the medium and large groups show an in-
crease in the escape fraction towards higher gas masses. The data from the large
group appears to flatten slightly above a gas mass of 1010 M⊙, which might in-
dicate that the feedback for galaxies with such high gas masses, and probably
also high halo masses, cannot form as many channels for the radiation to escape
through anymore. Additionally, our simulations do not include AGN feedback,
which might become relevant in these galaxies as well. The galaxies found in
the high-resolution region of the small group show a maximum escape fraction
around 108 M⊙ and very high escape fractions below masses of 107 M⊙, as these
are very gas-poor and possibly poorly resolved haloes. These trends of a de-
creasing escape fraction with increasing gas mass upto gas masses of 108 M⊙
with a minimum around that point and then increasing escape fractions can be
seen in the other redshift interval (and the ones not shown here) as well. In the
interval from redshifts 8 to 9, one can also see some very high escape fraction
galaxies of the medium group at ∼ 108 and ∼ 1010. Many of the very high
escape fraction galaxies cannot be seen in Figure 16. While these galaxies have
very high escape fractions due to low gas content, they have had no star forma-
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Figure 17: Escape fraction versus maximum specific star formation rate, based on
the 10 Myr interval with the highest specific star formation rate of the last 50 Myr
for six different redshift ranges (continued in Figure 18). The stellar mass of a
galaxy is indicated by the colour of the points. The arrows indicate galaxies with
escape fractions below 10−5. The dark red lines show the luminosity-weighted
mean escape fraction for 25 specific star formation rate bins, while only bins
with more than four data points are shown. The dark blue line is a fit to the
luminosity-weighted mean escape fraction of the data of Rosdahl et al. (2022),
which can be seen in their figure 11. Each data point is based on one of the 10
largest halos of one of the snapshots in the redshift range shown in the upper
left corner of the panels. The galaxies are taken from the high-resolution regions
of the resimulations of three THESAN groups.
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Figure 18: Continuation of Figure 17

tion in the last 10 Myr, and hence, the SFR over that interval is 0 and not shown
in the Figure 16. Due to their very old stars, these galaxies also have rather low
escaping luminosities and are irrelevant for reionisation.

The escape fraction seems to increase for increasing gas masses, and no clear
cutoff point could be found in Figure 19. This indicates that the injected feed-
back seems to increase with gas mass. One could suspect that the stellar mass
increases more strongly than the gas mass for increasing halo masses. In Fig-
ure 20, one can see plots of the stellar mass divided by the gas mass versus the
virial mass. For this plot, two redshift intervals were chosen, which are rep-
resentative of the other redshift intervals. The colour of the points shows the
escape fraction of the corresponding halo. In both redshift intervals, one can see
one branch in the lower half of the plots for which the stellar mass over gas mass
fraction increases for higher halo masses. This shows that in this bottom branch,
more stars per gas mass are formed in heavier haloes. This relationship between
the gas mass and stellar mass is visualised in Figure B.1, which shows that the
stellar mass increases more steeply than the gas mass.

The escape fraction increases for higher halo masses in Figure 20. The in-
crease in stellar mass fraction for increasing halo masses, as can be found in the
stellar mass halo mass relation for halo masses roughly below the Milky Way
mass (Behroozi et al., 2019), also leads to more injected feedback. This increased
feedback and the higher stellar mass over gas mass fraction leads to an increase
in escape fraction, as the feedback appears strong enough to eject the gas even
against a higher gravitational potential.
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Figure 19: Escape fraction versus the gas mass for two different redshift ranges.
Each data point is based on one of the 10 largest halos of one of the snapshots
in the redshift range shown in the upper left corner of the panels. The arrows
indicate galaxies with escape fractions below 10−5. The haloes were taken from
the resimulations of three THESAN groups, which are colour-coded. Red cor-
responds to the large group, blue corresponds to the medium group, and green
corresponds to the small group.

As seen in Figure 11 and Figure 16, the escape fraction strictly increases for
galaxies with increasing SFR instead of decreasing again for very high SFRs. The
decrease could be explained by high halo and gas masses lowering the feedback
efficiency. We can conclude now from Figure 20 that this is due to the stellar
mass increasing stronger than the gas mass for higher halo masses and the feed-
back being strong enough to overcome the gravitational potential in large haloes.
In Figure 12, one can see an increase in the escape fraction with higher stellar
masses, deviating from the trajectory depicted by Rosdahl et al. (2022), which
indicates a decrease in the escape fraction for higher stellar masses in their figure
9. This can also be traced back to the relation shown in Figure 20. It is not clear
why this effect is not prominently present in SPHINX.

In Figure 20, in the redshift interval from 4 to 6, one can see high escape frac-
tion haloes at low halo masses. They have stellar mass to gas mass ratios, which
lie above the bottom branch. These data points appear in stripes, which is a
good indication of belonging to the same halo sampled over multiple snapshots.
These galaxies have possibly lost their gas from stellar feedback, as their halo
mass is so low that they have very shallow potential wells. Another possibility is
the removal of gas by photoevaporation by the ionisation fronts of other galaxies.
Due to this, little gas mass in comparison to their stellar mass is left over, leading
to these high escape fractions. Potentially, resolution problems may contribute
to this as well. These small haloes might likely lie below the filtering mass in
this region, such that they cannot accrete the surrounding gas anymore, as it
was heated up due to reionisation. These galaxies have lost a lot of gas, and not
many young stars are forming in them, as they cannot accrete gas; hence, their
escaping luminosity is most likely low. Two more of these high stellar mass over
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gas mass fraction - high escape fraction distributions can be seen in the right
panel. These appear to be only two galaxies sampled over multiple snapshots.
They have a lower gas mass than their counterparts in the bottom branch.

Figure 20: Stellar mass divided by the gas mass versus the virial mass for two
redshift ranges. The escape fraction of a galaxy is indicated by the colour of the
points. Each data point is based on one of the 10 largest halos of one of the
snapshots in the redshift range shown in the upper left corner of the panels. The
galaxies are taken from the high-resolution regions of the resimulations of three
THESAN groups.

In the escape fraction versus redshift plot in Figure 15, it appears as if the
reionisation of the medium group concludes after redshift 8. To see how the
escape fraction behaves for the galaxies in the large and small groups, a plot of
the escape fraction as a function of the redshift is shown in Figure 21. The colour
of the dots corresponds to the galaxies found in the high-resolution regions of
the different THESAN groups, similarly as above. The solid lines in the darker
versions of the colours are the median of the escape fraction for 24 redshift
bins. The medians of the escape fractions of the galaxies in both the large and
medium groups appear constant after redshift 8. Before that, the escape fraction
increased for both groups from redshift 12.5. At the highest redshifts, the escape
fraction of the galaxies in the medium group decreases, and many of the high
escape fraction galaxies had poor gas resolution. The shape of the median escape
fraction of the galaxies in the large group before redshift 12.5 is most likely
just due to scatter. The escape fractions of the galaxies in the small group are
rather scattered before redshift 7 as a result of little data being available for these
redshifts. After redshift 7, the median escape fraction of the galaxies in the small
group is increasing fast due to very gas-poor haloes having escape fractions of
(almost) 1. There are still many haloes with lower escape fractions, but the ones
with larger escape fractions dominate.

The flattening of the median escape fraction for the galaxies in the medium
and large group after redshift 8 could indicate the end of reionisation. As the
largest 10 haloes from each snapshot are chosen, this only indicates that the gas
surrounding these large galaxies is ionised at that point. The mass-weighted
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ionised hydrogen fraction of the high-resolution regions can be seen in Fig-
ure C.1, which also shows flattening around these redshifts. This indicates that
only the self-shielded hydrogen remains neutral. The escape fractions of the
galaxies belonging to the small group, which are not close to 1, appear to be
increasing still at this point in Figure 21. However, due to the resolution prob-
lems of very small galaxies, no clear trend can be seen. As before, data with
broader mass ranges would be needed here to make a conclusion. In Figure C.1,
the high-resolution region of the small group appears to be mostly ionised at
redshift 6, later than the larger groups. The evolution of the escape fraction as
a function of redshift found in Figure 21 is different to the one Rosdahl et al.
(2022) show in their figure 16, which is constantly decreasing towards lower red-
shifts, rather than increasing at intermediate redshifts. Additionally, the strong
flattening we found cannot be seen in their figure 16, possibly due to a larger
range of masses analysed. For a constant maximum sSFR, they find a nearly
constant escape fraction over time after redshift ∼ 8. Possibly the decrease they
find is due to the evolution of the maximum sSFR over time and their selection
function.

Figure 21: Escape fraction versus the redshift. Each data point is measured in
one of the 10 largest haloes in each snapshot. The haloes were taken from the
resimulations of three THESAN groups, which are colour-coded. Red corre-
sponds to the large group, blue corresponds to the medium group, and green
corresponds to the small group. The lines show the median escape fraction for
24 redshift bins for each group.

Many of the key differences found in comparison to the analysis of Rosdahl
et al. (2022) cannot be reliably attributed to changes in the simulation model
unless a more similar approach to theirs is followed in the analysis. While the
galaxy formation model is a major difference, the amount of data analysed also
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deviates. I was only able to analyse parts of the THESAN zoom data available
and was hence not able to conduct a more statistical analysis. Rosdahl et al.
(2022) analysed a full box simulation, while I analysed groups in three zoom-in
simulations. Lastly, the bias introduced by choosing the 10 largest haloes per
snapshot likely also leads to significant differences.
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6 Conclusion

In this thesis, I compared three different methods of determining the escape frac-
tion from radiation hydrodynamical galaxy formation simulations and analysed
the interplay of star formation and the associated feedback, as well as the escape
fraction during the epoch of reionisation. During reionisation - as the name sug-
gests - the intergalactic medium (IGM) was ionised through Lyman-Continuum
radiation produced by the stars inside the first generations of galaxies. For this
radiation to escape from the dense interstellar medium (ISM) into the IGM, (stel-
lar) feedback is needed to create channels of low neutral hydrogen density in the
ISM. Two of the most important kinds of feedback influencing the escape frac-
tion are photoionisation and supernova feedback. The photoionisation feedback
processes the gas to become less dense, such that supernova feedback can expel
the gas from the ISM and, in turn, create the channels for the radiation to escape
through. Another important form of feedback during reionisation is early stellar
feedback, which suppresses the star formation before the first supernovae go off.

The simulations were based on the AREPO moving mesh code (Springel,
2009, 2010, 2011). The radiation was modelled using AREPO-RT (Kannan et al.,
2019) and the M1 radiative transfer technique. The galaxies in the simulations
were modelled using a modified version of the SMUGGLE galaxy formation
model (Marinacci et al., 2019), which enables self-consistent feedback using the
radiative transfer from AREPO-RT and aims to resolve the ISM. Additionally,
early stellar feedback was implemented to reduce the star formation before the
first massive stars die and go off as supernovae to agree with observations. How-
ever, this suppression does not appear as necessary at high redshifts as new
JWST results suggest (e.g. Dekel et al., 2023; Haro et al., 2023; Finkelstein et al.,
2023). The galaxies resimulated using the modified SMUGGLE model are taken
from the THESAN simulation (Kannan et al., 2022; Smith et al., 2022; Garaldi
et al., 2022), a full box simulation aimed to provide insight into the epoch of
reionisation.

The first method of determining the escape fraction utilised the flux of the
M1 radiative transfer as computed by AREPO-RT. The outward flux through a
sphere at the virial radius of the galaxy was determined. From this and the lu-
minosity of the stars inside the galaxy, the escape fraction could be determined.
However, there are several caveats to this approach. The radiation is injected not
directly at the star particle but in the 16 closest cells, leading to unphysical flux
values in this region and an overestimated ionisation fraction. The M1 radiative
transfer leads to interactions of the radiation from multiple distinct sources. One
can get inward-pointing flux into the galaxy from external sources rather than
outward-pointing flux, decreasing the galaxy’s escape fraction unphysically. The
outward propagation of radiation with the reduced speed of light assumption
leads to a time delay in the escaping luminosity and the luminosity injected by
the stars in the galaxy. This was approximately corrected under the assumption
that the stars are located in the centre of the galaxy.
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The second method of determining the escape fraction uses ray tracing from
the galaxy’s centre to the pixels of a HEALPix (Gorski et al., 2005) tesselation of
a sphere at the virial radius of the galaxy. Although this approach does not have
the same injection and interaction effects that the M1 method has, it assumes that
the (young and bright) stars are located in the galaxy’s centre. I have found that
this assumption generally does not hold for our simulations. As the feedback
forms underdense bubbles in the centre of the galaxies, where the first stars have
formed, further stars are formed outside these bubbles in swept-up shells.

The last method of determining the escape fraction uses the COLT code
(Smith et al., 2015), a Monte Carlo radiative transfer code, which ray traces
photon packets from the individual star particles out to the virial radius of the
galaxy. Although this method requires preprocessing of the snapshots, it is not
significantly slower than ray tracing from the galaxy’s centre. While the M1
flux approach is faster, it has too many caveats to be used in the analysis of es-
cape fractions. Additionally, the results from COLT are reliable, as it does not
rely on the M1 radiative transfer (other than using its ionisation states) or the
assumption that all (young and bright) stars are at the centre of the galaxy.

The galaxies found in the high-resolution regions of zoom-in resimulations
of three haloes of different sizes from the THESAN simulation were analysed to
examine the interplay between the escape fraction, star formation rate, and the
stellar, gas and halo mass. Next to the main halo aimed to resimulate, these high-
resolution regions contain additional haloes analysed here. I found a positive
correlation between the escape fraction and the star formation rate (SFR). As
young stars inject the most feedback into the ISM, the SFR averaged over 10
Myr is a good measure of this feedback. The more stars have been formed
recently, the higher the escape fraction is, as the feedback is able to form channels
for the radiation to escape through. The specific SFR (sSFR), which is the SFR
divided by the stellar mass, instead shows no positive correlation to the escape
fraction. This suggests that the mass fraction of young stars in the galaxy does
not determine the efficiency of feedback to create low-density channels alone;
rather, one needs to consider other properties like the gas and halo mass as well.

The escape fractions of very small galaxies in our simulation are high. The
haloes of these galaxies have rather low masses, making it easier for feedback
to eject most of the halo’s gas and increase the escape fraction. As the region
around these small haloes becomes ionised by other galaxies, the gas from these
small haloes might be boiled off by photoevaporation from the ionisation fronts
of other galaxies. Due to the increase in temperature of the IGM throughout
the epoch of reionisation, the halo mass of galaxies able to accrete gas (filtering
mass) increases. This means that if a halo has lost large amounts of gas through
feedback or photoevaporation, it might be unable to accrete gas any longer.
While the loss of gas and the inability to accrete new gas increases the escape
fraction of these small haloes over longer periods of time, the low stellar mass
of these small galaxies, ageing stars, and inability to form new stars indicate a
very low escaping luminosity. Hence, these galaxies will not contribute greatly
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to the reionisation of the IGM.
Galaxies with very low gas masses cannot be appropriately resolved. As the

radiation is injected into a certain amount of cells around a star, the ionisation
fraction of these cells will be higher. If too few gas cells are present in the ISM
of a galaxy, the cells into which radiation is injected might cover large parts of it.
Therefore, the ionisation fraction in the ISM might be unphysical and the escape
fraction biased. The analysis shows an increase in escape fraction for lower gas
masses and very high escape fractions for very poorly resolved galaxies.

Somewhat surprisingly, I find a positive correlation between the escape frac-
tion and the gas mass for well-resolved haloes. In our simulation, the stellar
mass over gas mass fraction increases with the halo mass. Through the stellar
mass halo mass relation, it becomes clear that the stellar mass increases with
halo mass for galaxies with halo masses lower than the Milky Way. However,
the gas mass in our simulation does not increase as strongly with mass as the
stellar mass does. The increase of stellar mass over gas mass indicates that more
feedback per gas mass is injected in heavier haloes. This appears to mitigate
the effects of deeper potential wells in heavier haloes, as the escape fraction
positively correlates with the halo mass.

Lastly, an analysis of the escape fraction over multiple redshifts was con-
ducted. While a constant escape fraction was found for redshifts lower than 8
for the two largest groups analysed, this does not indicate the end of the epoch of
reionisation. Rather, the surroundings of these 10 largest haloes became ionised,
while smaller haloes likely still reside in neutral regions.

A similar analysis as the one conducted in this thesis was also performed
by Rosdahl et al. (2022), using one of the SPHINX simulations (Rosdahl et al.,
2018), which was performed with RAMSES-RT (Rosdahl et al., 2013). A deeper
introduction to this can be found in Section 1.3. While they find a maximum
escape fraction at stellar masses around 107 M⊙, with a decrease in escape frac-
tion for both small and large stellar masses, this is not found here. I find a clear
increase towards higher stellar masses, largely explained by the stellar mass to
gas mass fraction as a function of halo mass. Additionally, I find an increase
towards very small stellar masses, which might be (partly) due to insufficient
resolution (possibly these galaxies have lost their gas by feedback or photoevap-
oration). However, Rosdahl et al. (2022) find a strong decrease instead. They
explain this by insufficient star formation in these haloes to inject enough feed-
back for higher escape fractions. However, for these very small haloes, Rosdahl
et al. (2022) also most likely don’t have a sufficient mass resolution.

A comparison of the maximum sSFR of 10 Myr intervals in a period of 50 Myr
yielded similar results to Rosdahl et al. (2022). The escape fraction appears to be
increasing for increasing maximum sSFR rates after a minimum escape fraction
at 1 Gyr−1. Below that, they find a decrease in escape fraction for increasing
maximum sSFRs. However, only very few data points from our sample lie in
these ranges, such that no comment can be made on the similarity for lower
maximum sSFRs. Additionally, the values of the escape fraction of our data
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coincide well with theirs. Furthermore, while I did not find a correlation between
the sSFR and the escape fraction, Rosdahl et al. (2022) did. This might indicate
that the channels through which the ionising radiation escapes form at different
time scales in SPHINX and SMUGGLE-RT.

While not doing an extensive analysis of all star-forming galaxies in the high-
resolution regions of many different resimulations of THESAN groups, I could
still make some interesting conclusions. My analysis demonstrates the connec-
tion between the feedback injected by young stars and the ionising radiation
escape in high-redshift galaxies in our simulations. I found an increase in the
stellar mass - gas mass fraction and the escape fraction with halo size, suggesting
that the feedback efficiency increases with halo mass for these early galaxies.

Additionally, strongly increased escape fractions due to the resolution of our
simulations, but possibly also efficient feedback, photoevaporation, and the fil-
tering mass could be found in low-mass objects. By only choosing the largest
10 haloes per snapshot, we have a different selection function in comparison to
Rosdahl et al. (2022), which might bias the comparison to their results. However,
comparing the escape fraction versus the maximum sSFR of our data and their
data showed a similar correlation.
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7 Outlook

The selection function in this thesis project was limited to the 10 largest haloes
inside the high-resolution regions of the resimulations of three haloes of the
THESAN simulation. Utilising a larger number of halos in possibly more sim-
ulations would be one way of enabling more detailed statistical analyses of the
interplay between star formation rate and escape fraction, similar to Rosdahl
et al. (2022). For example, analysing resimulations of more of the groups from
THESAN extending the work done in this thesis would enable deeper insight
into the dynamics inside differently-sized halos.

COLT has additional functionality computing an equilibrium ionisation state
of hydrogen and helium. In this approach, the stars inside the halo are treated
as if they have been shining forever. This assumption is appropriate inside the
dense ISM, as the timescale at which the Lyman-Continuum radiation forms
Strömgren spheres in the ISM is smaller than the timescale at which the lu-
minosity of the stars changes significantly. As the IGM is much less dense,
the timescale at which the ionisation is balanced out by recombination is much
larger. Hence, the assumption that the stars have been shining forever is not ap-
propriate there. In Figure 22, the four panels show slices of the neutral hydrogen
fraction. The top two panels show a slice through a halo. The white circles show
the virial radius. The two bottom panels show slices through the region the pre-
processing for COLT extracts from the snapshot. This displays a larger part of
the high-resolution region of the simulation. The right plots show the ionisation
as derived by COLT in the equilibrium approach. As you can see in the top two
panels, the radiation in the COLT approach was able to carve more channels for
the radiation to escape from. In the bottom two panels, you can see that the
ionisation fraction is mainly significantly higher in the COLT ionised panel. As
expected, the M1 on-the-fly ionisation forms the ionised bubbles, while the rest
of the IGM remains unionised. The COLT equilibrium ionised region, however,
displays an overall higher ionisation while the bubbles are still visible. The exact
reasoning behind this is not quite clear; however, exploring this is beyond the
scope of this thesis. This indicates that while the COLT equilibrium ionisation
appears valid for the ISM, the M1 on-the-fly ionisation appears more appropri-
ate for the IGM. Combining these two approaches in a suitable way might yield
better ionisation states of the universe during reionisation.

To compare the escape fractions of the equilibrium ionisation and on-the-
fly ionisation approach, plots of the escape fraction versus the SFR for three
different redshift intervals are shown in Figure 23. The colour of the data points
shows the stellar mass. The left panels show the on-the-fly ionisation, which
was already displayed in Figure 11. The right panels of Figure 23 display the
data from the equilibrium ionisation. The escape fractions of the equilibrium
ionised galaxies are generally higher. The trend of the escape fraction versus the
SFR appears generally flatter in the equilibrium ionised data. While the escape
fraction of the on-the-fly ionisation data shows a mere flattening towards lower
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Figure 22: Four slices of the neutral hydrogen density. The upper two slices are
taken of a halo, the white circle shows the virial radius. The bottom two panels
show the region extracted by the preprocessing for COLT. They show a larger
region of the high-resolution region. The left panels show the neutral hydro-
gen density as derived by the non-equilibrium approach in SMUGGLE-RT. The
right panels show the neutral hydrogen density as ionised by the equilibrium
approach of COLT.

SFRs, the equilibrium ionised galaxies have a slightly increasing escape fraction
towards lower SFR values, especially in the intervals from redshift 4 to redshift
7. Why this happens would need to be investigated further. My suspicion is
that the lower gas mass expected in galaxies with a lower SFR is easier to ionise,
especially in the equilibrium approach, such that more channels are formed for
the radiation to escape.

Another interesting analysis would be to see how active galactic nuclei (AGN)
influence the radiation escape. They could either inject feedback and increase the
escape fraction or inject luminosity and hence increase the escaping luminosity.
The analysis of Trebitsch et al. (2018) concluded that AGN had negligible effects
on both the feedback and escaping luminosity of dwarf galaxies, but an analysis
of this using our simulation code might yield new insight.

A complete understanding of the ISM and the mechanisms influencing the
escape fraction cannot be gained using SMUGGLE, as the ISM can still not be
fully resolved at the moment. However, the ISM might be largely resolved with
growing computational power and higher resolutions. Some of the first progress
on this was made by Gutcke et al. (2022) with the LYRA model, which is imple-
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Figure 23: Escape fraction versus the star formation rate of the last 10 Myr for
three different redshift ranges. The stellar mass of a galaxy is indicated by the
colour of the points. The grey lines show the luminosity-weighted mean escape
fraction for 10 star formation rate bins, while only bins with more than 10 data
points are shown. Each data point is based on one of the 10 largest halos of one
of the snapshots in the redshift range shown on the top of the panels. The haloes
were taken from the high-resolution region of the resimulation of the medium
group, which has a virial mass of 4.74 ×1010 M⊙ at redshift 4.57. The left panels
display the data with the ionisation states taken from the M1 radiative transfer.
The right panels display the data with ionisation states derived from the COLT
code.
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mented in AREPO. This code aims to resolve individual massive stars and the
feedback they provide, e.g. by resolving individual supernova explosions. With
a resolution of 4 M⊙, the simulation can resolve the processes in the ISM and
the explosions of supernovae. At this point, LYRA was only used to simulate
dwarf galaxies of sizes of up to 4 × 109 M⊙. Once enough computational power
is available to not only look at single galaxies with this high resolution but also
do similar statistic analyses to the ones being conducted in this thesis, a more
detailed view of the epoch of reionisation, the escape fractions and the interplay
between these and the feedback inside the galaxies would be possible.
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A Projections of galaxies with high escape fractions
and low stellar masses

In Figure 12 a few galaxies galaxies at high redshifts with low stellar masses and
high escape fractions were visible. While some of these galaxies are insufficiently
resolved, for others the number of gas cells implies a sufficient resolution. Pro-
jections of two of these galaxies are shown in Figure A.1 and Figure A.2. While
Figure A.1 shows a volume-weighted projection of the gas number density of a
halo with more than 1000 gas cells and Figure A.2 shows a halo with less than
1000 gas cells. The colour of the stars in these plots indicates their age.

Figure A.1: Volume-weighted projection of the gas number density in a halo,
which has a high escape fraction but a low stellar mass. This halo has 1460 cells.
The colour of the stars indicates their age.
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Figure A.2: Volume-weighted projection of the gas number density in a halo,
which has a high escape fraction but a low stellar mass. This halo has 197 cells.
The colour of the star indicates its age.

B Gas mass versus stellar mass

The scatter plots of the escape fraction versus the stellar mass of different galax-
ies in Figure 12 show a generally positive correlation. However, one would ex-
pect galaxies with high stellar masses to contain high gas masses as well. These
high gas masses could, in turn, decrease feedback efficiency and lead to lower
escape fractions. This cannot be seen in Figure 12. To see how the gas mass
behaves for different stellar masses, the gas mass was plotted versus the stel-
lar mass in Figure B.1 for six different redshift ranges for galaxies found in the
high-resolution region of the medium group. The colour of the points indicates
the escape fraction. The grey dotted line shows a linear relation between the
gas mass and stellar mass with a slope of 1. It becomes clear that the gas mass
increases slower than the stellar mass.
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Figure B.1: Gas mass versus stellar mass for six different redshift ranges. The
colour of the points indicates the escape fraction. The grey dotted line shows a
linear relation between the stellar mass and gas mass with a slope of 1, i.e. if the
gas mass increases by a value, the stellar mass increases by the same value. Each
data point is based on one of the ten largest halos of one of the snapshots in the
redshift range shown on the top of the panels. The haloes were taken from the
high-resolution region of the re-simulation of the medium group, which has a
virial mass of 4.74 ×1010 M⊙ at redshift 4.57.
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C Ionised hydrogen fraction versus redshift

When investigating the median of the escape fraction versus the redshift in Fig-
ure 21, it becomes apparent that it flattens for all three groups at some point.
To investigate if this effect is due to the ionisation of the high-resolution regions
of these three groups or rather due to e.g. the sample of the galaxies chosen, a
plot of the mass-weighted mean ionised hydrogen fraction versus the redshift is
plotted in Figure C.1. The ionised hydrogen fraction shows a flattening for all
three groups as well at similar redshifts at which the escape fraction flattens in
Figure 21.

Figure C.1: Ionised hydrogen fraction versus the redshift. For each snapshot
of each re-simulated THESAN group, the mass-weighted mean of the ionised
hydrogen fraction in the high-resolution region is shown. The three THESAN
groups are colour-coded. Red corresponds to the large group, which has a mass
of 4.25 × 1012 M⊙ at redshift 3, blue corresponds to the medium group, which
has a mass of 4.74 × 1010 M⊙ at redshift 4.6, and green corresponds to the small
group, which has a mass of 1.94 × 109 M⊙ at redshift 3.
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